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Abstract

Background: Objective Structured Clinical Examinations (OSCES) are used as an evaluation method in medical education, but
require significant pedagogical expertise and investment, especially in emerging fields like digital health. Large language models
(LLMs), such as ChatGPT (OpenAl), have shown potential in automating educational content generation. However, OSCE
generation using LLMs remains underexpl ored.

Objective: This study aims to evaluate 3 GPT-40 configurations for generating OSCE stations in digital health: (1) standard
GPT with asimple prompt and OSCE guidelines; (2) personalized GPT with asimple prompt, OSCE guidelines, and areference
book in digital health; and (3) simulated-agents GPT with a structured prompt simulating specialized OSCE agentsand the digital
health reference book.

Methods: Overal, 24 OSCE stations were generated across 8 digital health topics with each GPT-40 configuration. Format
compliance was evaluated by one expert, while educational content was assessed independently by 2 digital health experts, blind
to GPT-4o configurations, using a comprehensive assessment grid. Statistical analyses were performed using Kruskal-Wallis
tests.

Results: Simulated-agents GPT performed best in format compliance and most content quality criteria, including accuracy
(mean 4.47/5, SD 0.28; P=.01) and clarity (mean 4.46/5, SD 0.52; P=.004). It aso had 88% (14/16) for usability without major
revisions and first-place preference ranking, outperforming the other configurations. Personalized GPT showed the lowest format
compliance, while standard GPT scored lowest for clarity and educational value.

Conclusions:  Structured prompting strategies, particularly agents simulation, enhance the reliability and usability of
LLM-generated OSCE content. These results support the use of artificial intelligence in medical education, while confirming the
need for expert validation.

(JMIR Med Educ 2026;12:€82116) doi: 10.2196/82116
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Introduction

Since ChatGPT was launched by OpenAl in 2022, large
language models (LLMs) have undergone rapid devel opment,
leading to growing interest in medical education [1-6]. Their
ability to produce diverse and context-specific textsfrom simple
prompts offers new opportunities to create and improve
educational resources.

In medical education, severa studies explored the ability of
LLMsto answer medical examination questions[7-12], generate
multiple-choice questions[13-16], or simulate patients[17-26],
with results considered promising by both educators and
learners. However, using LLMSs to generate clinical scenarios
isstill new and has only been explored in afew studies, across
three situations:

1. Generation of clinical casesor vignettes (ie, scenariosgiven
to students without interaction): LLMs demonstrated their
ability to generate cases considered accurate and appropriate
in pharmacology [27], but also useful [28] and usable (with
moderate or minor edits) in general medicine [29].
However, the authors noticed someissueswith realism [28]
and precision [28,29].

2. Generation of clinical simulations (ie, scenarios given to
studentswith interaction, such assimulated patients): LLMs
demonstrated their ability to generate accurate cases in
asthma [30], as well as redlistic cases in the nursing field
[31]. They also offered potential time savings, reducing
development time by 2.6 hours compared to experts [32].
However, limitations remained, such as the omission of
critical patient characteristics[31].

3. Generation of Objective Structured Clinical Examination
(OSCE) stations: These scenarios, introduced by Harden
and Gleeson in 1979 [33], are key assessment tools in
medical education. OSCEs consist of simulated clinical
situations conducted within a controlled and reproducible
environment [34,35], where students interact with a
standardized participant (SP), playing the role of a patient
or health care professional. Students are observed and
evaluated by an examiner using a standardized scoring
rubric, based on predefined criteria. Previous studies
explored the potential of LLMs to simulate standardized
participants[36-38], examiners[39-43], or students[44-46].
Conceptual work has also discussed their potential to
enhance OSCE development [47-49]. However, to our
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knowledge, no study hasyet generated OSCE stationsusing
LLMs.

Designing OSCE stations is a complex and resource-intensive
process [50]. It requires considerable clinical and educational
expertise to produce realistic, standardized scenarios that
accurately assess targeted competencies [51]. The need for
precision, clarity, and reproducibility, combined with time and
human resource constraints in educational teams, makes OSCE
development challenging and burdensome [52,53]. In domains
like digital health, this challenge is amplified by a shortage of
available experts. In this context, LLMs could help educators
by assisting them in creating OSCE stations.

To explore this hypothesis, we aimed to design and assess 3
configurationsfor generating OSCE stations using ChatGPT in
theareaof digital health, an emerging field in medical education.

Methods

Background

The study follows the recommendations of the METRICS
(Model, Evaluation, Timing, Range/Randomization, Individual
factors, Count, Specificity) checklist, for designing and reporting
studies involving generative language models in medical
education [54] (Multimedia Appendix 1).

To analyze the ability of ChatGPT to generate OSCE stations
indigital health, we tested 3 configurations of the ChatGPT-40
model (Table 1). These differed by prompt type (simple or
advanced) and the documents provided to the LLM (reference
books for OSCE or digital health or both).

The configurations of the ChatGPT-40 model are listed as
follows:

1. Configuration 1. standard GPT, used the free version of
ChatGPT-40 with a simple prompt and the reference book
for OSCE construction (named “OSCE Vademecum”).

2. Configuration 2: personalized GPT, used the paid version
of custom GPT, with a simple prompt, the OSCE
Vademecum, and the reference book on digital health from
Université Paris Cité (named “ UPCité reference book™).

3. Configuration 3. simulated-agents GPT, used the paid
version of custom GPT, with aprompt simulating afictional
multiagent system specialized in OSCE construction
(aligned with the OSCE Vademecum), and the UPCité
reference book.
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Table 1. Description of the 3 GPT configurations analyzed.
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Characteristics Standard GPT

Personalized GPT

Simulated-agents GPT

Objective Simulate minimal and spontaneous
use of GPT

Model GPT-40

Account type Free

Prompt? Simple

OSCEP Vademecum® PDF file

UPCité referencebook? (knowledge —¢
base)

Simulate personalized use of GPT
with a knowledge base specific to
the medical field

GPT-40

Paid

Simple

PDF file

5 Microsoft Word documents

Simulate advanced use of GPT with
specialized assistants and a knowl-
edge base specific to the medical
field

GPT-40
Paid
Simulated multiagent system

I nstructions embedded in the prompt

5 Microsoft Word documents

8 n French (Multimedia Appendix 2).
POSCE: Objective Structured Clinical Examination.
®National reference document for designing OSCEs (67-page PDF).

%The UPCité reference book waswritten by 25 educatorsfrom 7 health disciplines at Université Paris Cité. It isthe reference book for all health students
(medicine, pharmacy, nursing, rehabilitation, midwifery, and dentistry). It is divided into 5 booklets: health data, cybersecurity, communication, digital
toolsin health care, and telehealth (5 Word documents, atotal of 222 pages).

eNot applicable.

To allow comparison, we provided the same sets of digital health
competencies to al 3 configurations, following the process
listed in Textbox 1.

Textbox 1. Digital health competencies for configurations.

. 8digital health topics were first selected: 5 were single-theme (“Health data, Communication, Cybersecurity, Digital tools, Telehealth”), and 3
were multiple-theme (“Communication and Digital tools’; “Communication, Digita tools, and Cybersecurity”; and “ Telehealth, Health data,

and Communication”).

»  Foreach selected topic (eg, cybersecurity), 3 digital health competencieswere then provided to each configuration (eg, responding to acyberattack).
Each configuration then generated an OSCE station related to these predefined competencies.

« Intotal, 24 OSCE stations were generated (8 topics x 3 configurations), al on the same day, June 1, 2025, during a single 4-hour session.

«  Each generated OSCE was in French and included 4 components:
«  Theprimary and secondary learning domains,
«  Thecase vignette for the student,
o  Thestandardized observation checklist for examiners,

«  Thescript for standardized patients (SP script).

Description of the 3 Configurations Used to Generate
OSCE Stations

Configuration 1. Standard GPT

This configuration aimed to assess ChatGPT’s ability to generate
digital hedth OSCE dtations in a minimal configuration,
involving a simple prompt and the OSCE Vademecum. It
simulated a minimalist and spontaneous use case, akin to an
educator working without technical assistance or a reference
book.

The configuration descriptionisasfollows: (1) Model type: the
free version of ChatGPT 40 [55]. (2) Prompt design: asimple
prompt relied on a role-prompting strategy. The model was
instructed to act as a “digital health expert and instructional
designer” and create an OSCE based on 3 given digital health
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competencies. It was invited to review the OSCE Vademecum
to choose learning domains, and then produced the OSCE's
components. No sequential structure or exampleswere provided,
making this abasic, minimalist prompt (Multimedia Appendix
2). (3) Documents used: only the OSCE Vademecum (in PDF
format) was provided and served as the reference framework
for structuring the OSCE station. (4) Technical configuration:
ChatGPT interface, without customization and advanced
features.

Configuration 2: Personalized GPT

This configuration aimed to assess whether providing a
domain-specific knowledge base (here, the reference book in
digital health) could improve the quality of the generated OSCE
stations. It simulated the use of a personalized GPT by an
educator equipped with areference book.
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The configuration descriptionisasfollows: (1) Model type: the
paid version custom GPT-40 (cGPT) [56], which alows
configuring GPT with a specific role using tail ored instructions,
example queries, and integrated knowledge bases. (2) Prompt
design: the simple prompt was similar to Configuration 1, but
added an instruction to review the UPCité reference book on
digital health (Multimedia Appendix 2). (3) Documents used:
both the OSCE Vademecum (in PDF format) and UPCité
reference book (in Word format) were provided to cGPT. To
optimize readability for the model, the UPCité digital health
reference book was preprocessed by removing noneducational
pages, simplifying formatting, and converting tables and figures
to plain text. (4) Technical configuration:

1. assigning anicon and name to the cGPT

2. inserting instructions in the form of a prompt

3. adding a conversation starter with a user query, here: “I
would like to design an OSCE station for assessment in
digital health”

4. integrating aknowledge base, here the OSCE Vademecum
and UPCité reference book.

None of the optional Custom GPT features (eg, web browsing,
codeinterpreter, dataanalysis, and image generation) was used.

Configuration 3: Simulated-Agents GPT

Thisconfiguration aimed to assesswhether arigorous procedural
structure, via the smulation of step-by-step simulated agents
reasoning, could improve the quality of the generated OSCE
stations. It simulated the use of specialized assistants at each
stage of OSCE construction by an educator equipped with a
reference book.

Configuration description: (1) Model type: the same as in
Configuration 2 (ie, the paid version of cGPT). (2) Prompt
design: the prompt was built from instructions extracted from
the OSCE Vademecum and structured to simulate a multiagent
system. It followed a supervised, sequential, and specialized
architecture, functioning like a processing chain in which each
agent had a distinct pedagogical role in OSCE generation. The
supervisor agent acted as the central coordinator. It collected
the 3 competencies provided by the educator, determined the
sequence of agent activation, passed contextual information
between them, and ensured the overal coherence, without
interfering with pedagogical content. After each step, it asked,
“Would you like me to proceed to the next agent?’ simulating
acontrolled, step-by-step process.

The following specialized agents were used: (1) The learning
domain agent selected a primary and secondary domain from
the predefined list included in the OSCE Vademecum, aligned
with the learning objectives of the graduate medical curriculum
(eg, “Education and Prevention). (2) The vignette agent
generated the case vignette for students, conforming to
standardized formatting. (3) The checklist agent created the
observation checklist for examiners, following the standardized
format. (4) The SP script agent drafted the script for the
standardized patient, following the standardized format.

Agents were activated sequentially, each receiving the outputs
of the previous steps, and generated a formatted output
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according to OSCE guidelines and UPCité reference book
(Multimedia Appendix 2).

The prompt design combined multiple prompting strategies
[48,57]:

1. Roleprompting by assigning a specific pedagogical roleto
each agent;

2. Ingtruction-based prompting by providing precise, structured
instructions drawn from the OSCE Vademecum;

3. Chain prompting by structuring tasks into a sequenced,
logical workflow;

4. Few-shot prompting by including illustrations of expected
formats to improve consistency and reproducibility.

(3) Documents used: the UPCité reference book on digital health
was provided in the cGPT’s knowledge base. (4) Technical
configuration: similar setup to Configuration 2 (provision of a
name, icon, and prompt, same conversation starter, knowledge
base, and no optional features).

Evaluation of the Quality of OSCE Stations Gener ated
by the 3 Configurations

To compare the 3 configurations, OSCE stationswere generated
and assessed by experts. The evaluation was conducted blindly
of the configuration used, with a comprehensive assessment
grid based on aliterature review [27-32,58-62].

Evaluation of the Format Compliance of the Generated
OSCEs

A fifth-year medical student, with a background in computer
science and trained in OSCE methodol ogy, measured how well
the generated OSCE adhered to the OSCE Vademecuminterms
of format compliance.

The compliance checklist included 27 criteria covering (1) the
validity of thelearning domains, (2) the vignette format, (3) the
structure of the observation checklist, and (4) the compl eteness
of the SP script. Each criterion was assessed using abinary scale
(Yes or No), focusing only on format (independently of
pedagogical quality).

Evaluation of the Educational Quality of the Generated
OSCEs

A duo of digital health experts, involving the head of the medical
informaticsward of “Hopital Européen Georges Pompidou and
Hopital Necker Enfants Malades AP-HP, and aresident in digital
health with a computer science background, conducted the
evaluation of the content quality, independently and blindly of
the configuration used (each OSCE station was anonymized
and randomized).

For each OSCE, 9 evaluation dimensions were assessed:

1. “Relevance of the learning domains’ “Clarity,’
“Pedagogical  validity,” “Readlism,” “Feasibility,”
“Educational value,” and “Originality,” which were rated
using a 5-point Likert scale of agreement (1. strongly
disagree, 2. somewhat disagree, 3. neither agree nor
disagree, 4: somewhat agree, and 5: strongly agree).
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2. “Information accuracy” , which wasrated on aseverity scale
(1: major issue compromising usability, 2: major issue, 3:
moderateissue, 4: minor issue, and 5: no issuesidentified).

3. “Overall usability,” which was rated on a usability scale
(1: not usable, 2: usable with major revisions, 3: usable
with minor revisions, and 4: usable as is, without
modification).

The criteriaused were derived from the literature [27-32,58-61]
and from the international OSCE guidelines [62], in order to
align with international standards.

At the end of the evaluation process, OSCESs were grouped by
similar topic (eg, Cybersecurity). For each group of 3 OSCEs
(one per configuration), evaluators were asked to rank them,
from first to third, without knowing which configuration had
generated each one.

Statistical Analysis

For format-related criteria, binary variables (Yes or No) were
described using frequencies and the percentage of “Yes’
responses.

For educational criteria, expert ratingswere averaged per OSCE
and summarized using means and SD values (n=8 per
configuration). Overall usability and ranking were categorical
variables, analyzed without averaging expert ratings (n=16 per
configuration), and described using frequencies and percentages.
Due to the nonparametric distribution of data and the ordinal
nature of variables, the Kruskal-Wallistest was used to compare
the 3 configurations. For variables comprising multiple
sub-criteria, an overall mean score per dimension was calculated
and used in the Kruskal-Wallis test to determine statistical
significance.

All statistical analyses were performed using the R statistical
environment (R version 4.3.3) with RStudio GUI (version

https://mededu.jmir.org/2026/1/e82116

Zouakiaet d

2023.12.1+402; Posit PBC). The threshold for statistical
significance was set at P<.05. Given the exploratory nature of
the study, no correction for multiple testing was performed,
with an emphasis on observed trends and effect sizes.

Ethical Consider ations

Thisstudy did not involve human subjects. All generated outputs
were fictional and intended for educational use. Therefore, in
accordance with French Law n°2012-300 [63], no Institutional
Review Board approval was required.

Results

Format Compliance of the OSCEs Generated

Overall, the simulated-agents GPT showed the highest format
compliance, followed by the standard GPT, while the
personalized GPT exhibited the lowest performance (Table 2).

Standard GPT OSCEs were fully compliant for the “learning
domain” and “vignette” components. The “checklist” showed
less compliance (between 3/8, 38% and 4/8, 50%) for the
advanced criteria (“distinct items”, “assessment of skill only”,
and “clear validation criteria for each item”). The “SP script”
component was incomplete for the contextual clinical data of
all generated cases, with information, such as symptoms,
medications, and socioprofessional background, never present.

Personalized GPT OSCEs were poorly compliant for all
components. The compliance was full only for 3 criteria of the
“vignette” component (eg, “tasksto perform”).

Simulated-agents GPT OSCEs were fully compliant for the
“learning domain,” “vignette,” and “SP script” components.
Only 4 items of the “checklist” (“observable items’ and the 3
advanced criteria) were partially compliant, ranging from 12%
(1/8) to 75% (6/8).
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Table 2. Evaluation of the format compliance of the Objective Structured Clinical Examination generated by the configuration type.

OSCE? components and criteria

Standard GPT (n=8), n (%)

Personalized GPT (n=8), n (%) Simulated-agents GPT (n=8),

n (%)
Domain
The selected primary learning domainisin- 8 (100) 0(0) 8 (100)
cluded in the list of the 11 domains related
to the OSCE assessment
The selected secondary learning domainis 8 (100) 0(0) 8 (100)
included in thelist of the 11 domains related
to the OSCE assessment
Vignette
States the candidate’s role 8 (100) 6 (75) 8 (100)
Describes the setting 8 (100) 8 (100) 8 (100)
Introduces the SP'sidentity (name, gender, 8 (100) 6 (75) 8 (100)
and age)
Presents the issue or reason for consultation 8 (100) 8 (100) 8 (100)
Providestasksto be performed by the student 8 (100) 8 (100) 8 (100)
Specifies actions the student should not take 8 (100) 0(0) 8 (100)
Checklist
Contains 10 to 15 items 8 (100) 2(25) 8 (100)
Each item begins with an action verb 8 (100) 5(62) 8 (100)
Items are observable 7(88) 6 (75) 6 (75)
Items are dichotomous (Yes or No) 8 (100) 5(62) 8 (100)
Items are distinct (or grouped if necessary, 3 (38) 1(12) 1(12)
with precise scoring instructions)
Assessesonly skills (not attitudes or commu- 4 (50) 1(12) 2(25)
nication)
_Provi des clear validation criteriafor each 3(38) 1(12) 3(39)
item
SP script componentsincluded
Scenario summary 4 (50) 4 (50) 8 (100)
SP’s mindset or behavior 6 (75) 6 (75) 8 (100)
Additional data 0(0) 1(12) 8 (100)
Opening sentence 2(25) 0(0) 8 (100)
Identity 7(88) 6 (75) 8 (100)
Socioprofessional background — Hobbies 0(0) 2(25) 8 (100)
Personal medical history 1(12) 1(12) 8 (100)
Familial medical history 0(0) 0(0) 8 (100)
Current medications 0(0) 0(0) 8 (100)
Symptoms 0(0) 0(0) 8 (100)
Conditional disclosure of information 8 (100) 7(88) 8 (100)
Answersto all the items present in the 6 (75) 2(25) 8 (100)

“checklist” are provided

80SCE: Objective Structured Clinical Examination.
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Educational Quality of the OSCEs Generated 4.38, SD 1.38). Secondary domain relevance was more variable,

) ) with the standard GPT scoring lowest (mean 2.62, SD 1.36).
Learning Domain Relevance

Differences were not statistically significant (P=.16; Tables 3
Primary domain relevance was satisfactory for al and4; Figure1).

configurations, highest for the simulated-agents GPT (mean
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Table 3. Evaluation of the content quality of the generated Objective Structured Clinical Examinations, by configuration type.

Evaluation domain, items, and section Standard GPT (n=8), Personalized GPT Simulated-agentsGPT
mean (SD) (n=8), mean (SD) (n=8), mean (SD)

L earning domain relevance®
Primary domain 350 (1.13) 3.94 (1.82) 4.38(1.38)
Secondary domain 2.62 (1.36) 3.56 (1.76) 3.56 (1.18)

Information accuracyb

No errorsor inexact information

Vignette 3.88(0.88) 4.38(0.88) 4.75 (0.46)

Checklist 4.06 (0.86) 419 (0.75) 4.88(0.35)

SP° script 4.25(0.85) 3.62 (0.69) 4.19(0.92)
No missing information

Vignette 419 (1.13) 4(0.60) 4.81(0.37)

Checklist 4.06 (0.82) 3.88(0.52) 4.62 (0.44)

SP script 3.94 (1.02) 3.44 (0.86) 419 (0.92)
Noirrelevant or unnecessary information

Vignette 456 (0.73) 4.62(0.58) 4.69 (0.37)

Checklist 4(1) 4.31(0.65) 4.81 (0.26)

SP script 4.62 (0.69) 4.38(0.88) 456 (0.73)
No direct cues, leading formulations, or implicit answers

Vignette 3(L51) 2.38(1.75) 2.69 (1.19)

SP script 4.56 (0.82) 4.88(0.35) 5(0)

Clarity?

Clear and comprehensiblewriting

Vignette 3(0.96) 3.62 (1.39) 4.44 (0.78)
Checklist 3.75 (0.65) 3.62 (0.64) 4,56 (0.56)
SP script 3(0.85) 3.56 (0.99) 4.38(0.88)

Pedagogical validity?
Alignment with the competencies to be assessed

All 3.88 (0.64) 4.06 (0.82) 4.56 (0.42)
Alignment with the expectations of a professional trained in digital health
All 4.12(0.52) 4.44(0.68) 4.50 (0.46)
Realism?

Realistic situation in a medical professional’s practice

All 3.62(1.13) 3.25(0.89) 4.12 (0.69)

Feasibility®

Ease of implementation

All 4.19 (0.80) 3.56 (1.35) 4.06 (0.98)
Feasible within an 8-minute timeframe

All 4.19(0.70) 4.06 (0.78) 4(0.46)
Ease of recruiting an SP

Al 4.25 (0.85) 4,62 (0.88) 4,69 (0.59)

Educational value?
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Evaluation domain, items, and section Standard GPT (n=8), Personalized GPT Simulated-agentsGPT
mean (SD) (n=8), mean (SD) (n=8), mean (SD)

Useful for promoting digital health learning

All 3.62(0.74) 3.94 (0.86) 4.12(0.88)
Encourages analysis, reflection, and decision-making
All 3.62(0.88) 3.81(1.07) 3.44 (0.73)
Originality®

Creative potential

Al 4,06 (0.50) 3.88(0.23) 3.50 (0.76)

8Criteria assessed with a Likert scale from 1: strongly disagree to 5: strongly agree.
BCriteria assessed with a severity scale from 1: major issues to 5: no issues.
Csp: standardized participant.

Table 4. Kruskal-Wallis test comparisons of the 3 GPT configurations by evaluation domain. To perform the statistical test, the mean score was
calculated for each evaluation domain and configuration. Test results are presented as P values from the Kruskal-Wallis test.

Evaluation domain Standard GPT, mean (SD) ~ Personalized GPT, mean (SD) ~ Simulated-agents GPT, mean (SD)  p ygue?
Learning domain relevance  3.06 (1.02) 3.75(1.75) 3.97 (1.06) .16
Information accuracy 4.10 (0.36) 4,01 (0.22) 4.47 (0.28) 012
Clarity 3.25 (0.45) 3.60 (0.83) 4.46 (0.52) 0042
Pedagogical validity 4(0.5) 4.25 (0.65) 453 (0.34) A2
Realism 3.63(1.13) 3.25(0.89) 4.13 (0.70) 19
Feasibility 4.21 (0.70) 4.08 (0.80) 4.25 (0.51) 92
Educational value 3.63 (0.65) 3.88(0.93) 3.78(0.76) 75
Originality 4.06 (0.49) 3.88(0.23) 3.50 (0.76) 32

8p<.05 (statistically significant).
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Figure 1. Radar plot of evaluation scores (5-point scales) across the 3 GPT configurations. Agreement-based dimensions (eg, clarity, realism) were
rated from 1 (strongly disagree) to 5 (strongly agree); information accuracy used aseverity scalefrom 1 (major issues) to 5 (no issues). The simulated-agents
GPT tended to score higher in information accuracy, clarity, realism, pedagogical validity, and learning domain relevance, while it lagged in terms of
originality. All 3 configurations showed similar performance for feasibility and educational value.
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Overdll, there was a significant difference in information
accuracy (P=.01), with the simulated-agents GPT providing the
most accurate and comprehensive content (Tables 3 and 4,
Figure 1). Specifically,

1 “Errors or inaccurate information” were low across
configurations (mean>3.88), with afavorable trend toward
the simulated-agents GPT, particularly in the “vignette’
(mean 4.75, SD 0.46) and the “checklist” (mean 4.88, SD
0.35) components.

2. "Missing information” was rare in the simulated-agents
GPT (mean>4.19 across al sections), but more common
in the personalized GPT, especialy in the “script” (mean
3.44, SD 0.86).

3. “Irrelevant or unnecessary information” was rarely noted,
with similarly high averages across configurations (mean
= 4).

4. “The presence of direct cues or leading formulations’ was
frequent in the “vignette” (2.38< mean< 3), but nearly
absent in the “script”, especially for the simulated-agents
GPT (mean 5, SD 0).

Clarity

Clarity was significantly different among the 3 configurations
(P=.004), with a trend in favor of the simulated-agents GPT,
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getting better results for all components (mean>4.38). The
personalized GPT showed intermediate results, while the
standard GPT scored lower, particularly for the “vignette” and
the “script” (mean 3 for both, SD 0.96 and 0.85, respectively;
Tables 3 and 4; Figure 1).

Pedagogical Validity

Pedagogical validity was high across all configurations
(mean>3.88). Simulated-agents GPT scored highest (mean>4.5),
followed by the personalized GPT (mean>4.06), and then the
standard GPT (mean>3.88). Although differences were not
statistically significant (P=.12), a favorable trend for
simulated-agents GPT emerged (Tables 3 and 4; Figure 1).

Realism and Feasibility

OSCE'srealism was satisfactory across configurations, with no
gtatigtically significant difference (P=.19). The simulated-agents
GPT scored the highest (mean 4.12, SD 0.69), followed by the
standard GPT (mean 3.62, SD 1.13) and the personalized GPT
(mean 3.25, SD 0.89).

No significant difference was observed for the feasibility
(P=.92). The standard GPT tended to propose OSCEsthat were
easiest to implement and more feasible to perform within an
8-minute timeframe (mean 4.19, SD 0.70). Ease of recruiting
an SP was rated high for al, with a dight advantage for the
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simulated-agents GPT (mean 4.69, SD 0.59; Tables 3 and 4;
Figure 1).

Educational Value and Originality

Educational value was comparable across configurations, with
no statistically significant differences (P=.75). The
simulated-agents GPT had the highest score for the use to
promote digital health learning (mean 4.12, SD 0.88), while it
had a dlightly lower score than personalized GPT for
encouraging analysis and decision-making (mean 3.44 SD 0.73
vs mean 3.81 SD 1.07 for personalized GPT; Tables 3 and 4;
Figure 1).

Regarding originality, there was no significant difference
observed (P=.32). The standard GPT had the highest average
(mean 4.06, SD 0.50), followed by the personalized GPT (mean
3.88, SD 0.23) and the simulated-agents GPT (mean 3.50, SD
0.76; Tables 3 and 4; Figure 1).
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Overall Assessment

Overall, usability differed significantly across configurations
(P=.02). For simulated-agents GPT, 88% (14/16) of OSCESs
were usable without major revisions, while for standard and
personalized GPT, 31% (5/16) of OSCEs required major
revisions, and 12% (2/16) were unusable (Table 5).

Overall, generated case rankings differed significantly as well
(P<.001). The simulated-agents GPT stood out, with 88%
(14/16) of OSCEs ranked first and none ranked third.
Conversely, the standard GPT ranked third (9/16, 56%) or
second (7/16, 44%) but never ranked first. The personalized
GPT received a few first-place rankings (2/16, 12%) and was
mainly split between second and third places (7/16, 44% each;,
Table 5).

Table5. Overall assessment of the OSCEs generated by the type of configuration. Test results are presented as P values from the Kruskal-Wallis test.

Assessment domain and items Standard GPT (n=16), n (%) Personalized GPT (n=16), n Simulated-agents GPT P value?
(%) (n=16), n (%)
Usability 02
Not usable 2(12) 2(12) 1(6)
Usable with mgjor revisions 531 5(31) 1(6)
Usable with minor revisions 7 (44) 6 (38) 9 (56)
Usable asis, without modification 2(12) 3(19) 5(31)
Ranking <.0012
First 0(0) 2(12 14 (88)
Second 7 (44) 7 (44) 2(12)
Third 9 (56) 7 (44) 0(0)

8p<.05 (statistically significant).

Qualitative Feedback

In addition to quantitative ratings, qualitative feedback from
experts revealed consistent issues across configurations. All
tended to include excessive vignette detail s, often with leading
cues that overly guided students (eg, “ldentify and articulate
the main risks associated with the use of telemedicine (technical,
organizational, legal)”). Inconsistencies were noted between
the vignette and SP script, with details missing or contradictory
(eg, in the vignette: “Mrs. D [...] has also received a message
on a secure messaging platform”; in the script: “You do not
own asmartphone]...] You do not have acomputer at home.” ).
Finally, even when highly rated, OSCEs were often considered
too theoretical, likely dueto reliance on the UPCité digital health
booklet, reducing their practical, hands-on applicability for
OSCEs.

Discussion

Principal Findings

This study compared 3 configurations of GPT for generating
OSCE dtations in the field of digital health: the standard GPT
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(simple prompt, OSCE Vademecum); the personalized GPT
(simple prompt, OSCE Vademecum, areference book in digital
health), and the simulated-agents GPT (a prompt simulating a
fictional multiagent system specialized in OSCEs, a reference
book in digital health). Regarding format, the simul ated-agents
GPT achieved the highest compliance, with minor gaps in
advanced checklist criteria. The standard GPT ranked second,
with weaker checklist performance and consistently incomplete
SP scripts, while the personalized GPT showed the lowest
compliance across al components. Regarding educational
content, the simulated-agents GPT achieved significantly higher
ratings for information accuracy (P=.01) and clarity (P=.004).
It also outperformed in educational validity and realism,
although these differences weren't statistically significant.
Additionally, it also had significantly better usability, with 88%
(14/16) of the OSCEs usable (P=.02). Overdl, the
simulated-agents GPT significantly outperformed the others,
ranking first in 88% (14/16) of the OSCEs and never placing
third.

Interpretation of Results
Differences between the 3 configurations may be explained by
several reasons. Regarding format compliance, the differences
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might reflect how each configuration processed and prioritized
information. The standard GPT, which used only the OSCE
Vademecum, followed the guidelines more closely than the
personalized GPT that a so included the UPCité reference book.
Thismay be explained by cognitive overload, asadding an extra
knowledge source increased retrieval complexity and reduced
effective prioritization of key instructions [64]. These issues
are amplified by the reliance on a proprietary
Retrieval-Augmented Generation (RAG) system that offersonly
limited transparency and user control [65,66]. The
simulated-agents GPT, which used a structured prompt with
explicit OSCE guidelines, appeared to improve format
adherence. Although it did not fully meet all checklist-format
requirements, this suggests that carefully designed promptsare
crucial for ensuring format accuracy.

Regarding educational content. The simulated-agents GPT,
despite the 8000-character limit, produced high-quality outputs,
showing that structured, modular prompts work well even with
technical constraints [67]. Interestingly, the standard and
personalized GPTs were perceived as more original and more
effective at fostering analytical thinking. This suggests a
trade-off: while structured approachesimprove consistency and
adherence to standards, more flexible, broader configurations
can boost creativity and originality, albeit with reduced accuracy
and lower consistency and control.

Finally, these findings should be interpreted with caution
because technology israpidly evolving [68,69]. The evaluation
was based on a dataset generated at a specific time, and since
generative models can produce different outputs with the same
prompts, reproducibility may be affected. Additionally, the
algorithms powering systemslike OpenAl's GPT are constantly
improving, which could impact future results. However, these
considerations do not undermine the validity of our findings.
The main goal of the study wasto compare 3 OSCE generation
strategies, offering insights into how generative models can
support medical education rather than advocating for a fixed
implementation.

Limitations

Regarding the LLM used. We focused on ChatGPT, whereas
other LLMs have already been used to generate educational
resources. For example, Google Bard (now caled Gemini
Google DeepMind) and Microsoft Bing were used to create
multiple-choice questions in medical physiology [70], and
LLaMA (MetaAl) was used in radiology [71]. However, prior
to designing this study, we conducted preliminary tests with
open-source models such as Mixtral-8x7B (Mistral Al) and
Llama-3.3-70B combined with custom RAG pipelines. These
initial tests were quite disappointing as they had suboptimal
performances, particularly for OSCE-styletasks. Notably, recent
comparative studies confirm GPT-4's superior performance on
RAG-enhanced clinical reasoning tasks [72,73], which
reinforces our choice of model despite the broader range of
available LLMs.

Regarding the evaluation. It was conducted by 2 experts, which
may introduce subjective bias and limit the diversity of
evaluative perspectives. However, this limitation is mitigated
by their good expertise in digital health and the rigorous
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evaluation process. A total of 24 OSCEs were reviewed,
covering many topics, providing adiverse and valuable dataset.
Each OSCE was eval uated with detailed criteriafor both format
and content, making the results more reliable. A key strength
of this study isits strict use of the METRICS checklist [54], a
recent guide for studiesinvolving generative modelsin medical
education. This makes the results clearer, easier to reproduce,
and comparable. Additionally, while the focus on digital health
allowed for targeted exploration in an emerging educational
field, it may limit the generalizability of the results to other
medical specialties. However, since digital health is growing
across many areas, the insight from this work, especially about
prompt design and model behavior, is likely useful in other
competency-based assessments too.

Comparison With Other Studies

In the context of OSCEs, other studies used LLMs for tasks
other than the generation of OSCE stations:

1. To simulate standardized patients [36-38]. For example,
Yamamoto et a [36] used artificia intelligence
(Al)—powered chatbots to simulate standardized patients,
helping students improve their clinica interview skills.
Students working with the chatbots scored significantly
higher than those who did not.

2. To automate the OSCE assessment [39-43]. For example,
Jamieson et a [41] developed an Al-based grading system
to grade post-encounter notes, matching expert scoreswith
90% agreement while reducing manual grading effort by
91%.

3. Tosimulate OSCE candidates [44-46]. For instance, Huang
et a [44] found that ChatGPT-4.0 performed as well as or
better than junior emergency residentsin history-taking and
record-writing, though humans still demonstrated higher
overal consultation quality.

Beyond the context of OSCES, LLMs have been used to create
clinical cases or vignettes for medical education. Like the
simulated-agents GPT, studies showed high clarity of the
generated content. For example, Coskun et a [59] reported a
4.11/5 rating for the comprehensibility of the generated
scenarios. Additionally, similar to our results, studies also
showed strong usability, with Yanagita et al [29] indicating a
97% usability rate for GPT-generated general medicine cases.
However, issues with “accuracy” and “missing information”
were also reported. For example, Takahashi et a [28] reported
68% accuracy, Yanagitaet al [29] reported only 58%, and Scherr
et al [30] achieved 100% accuracy, but their evaluation was
limited to a single and narrow area (acute asthma) Vaughn et
al [31] found that 88% of nursing simulations lacked critical
clinica details. In contrast, our simulated-agents GPT
consistently yielded complete and context-rich OSCE stations.
However, these comparisons should be made carefully, as
methodology, design, and metrics differ considerably between
studies.

In summary, previous works have largely focused on the use
of LLMs to simulate patients, students, or evaluators, or to
generate isolated clinical cases. In contrast, to our knowledge,
our study is the first to use LLMs to generate OSCE stations,
including the vignette, checklist, and SP script.
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Future Directions

Thiswork ispart of the DigiHealth Paris Cité project [ 74], which
aims to integrate digital health training into health curricula
through innovative methods such as simulation and immersive
learning. Here, the objective was to support educators in
designing reliable, standardized OSCE stations for student
assessment. Based on our findings, the simulated-agents GPT
configuration appeared best suited as an assistant for educators,
helping to quickly create structured OSCESs that still require
validation before introduction into official evaluation sessions.

Regarding technica and pedagogica improvements. The
simulated-agents GPT configuration could befurther optimized
through the refinement of the prompting strategy to enhance
output quality and alignment with educational objectives. One
effective approach will be iterative development, where expert
feedback is continuously integrated into the LLM’s generation
cycle. For instance, Coskun et al [59] used expert prompts to
reviseand improve 15 clinical casesdirectly in ChatGPT without
manual editing. Similarly, Yanagitaet al [29] demonstrated that
feeding expert-reviewed vignettes back into the system can help
guide and standardize future generations. Therefore, our next
steps will include devel oping an interactive OSCE-generation
assistant for educators using the simulated-agents GPT
framework, integrating continuous expert feedback to improve
content quality, and creating an internal repository of validated
Al-generated OSCEs for educators at our faculty, promoting
transparency, reproducibility, and shared pedagogical
development.
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Regarding implementation. The next phase of our work will
include a 2-step validation process. First, a pilot testing of
expert-validated Al-generated OSCESs with a panel of medical
studentswill assesstherealism, usahility, and educational value
of the generated OSCEs. Second, scaling up to entire student
cohorts will enable evaluation of student satisfaction,
performance, and learning outcomes at a larger scale. For
example, Basaranoglu et a [58] showed that Al-generated
clinical scenario—based questions administered during aurology
rotation significantly improved student performance, supporting
the educational value of such approaches. Finally, a multisite
expansion across other medical faculties is planned to assess
transferability. These stepswill help trandate our findings into
practical educational toolsthat responsibly integrate LLMsinto
the assessment and training of future medical professionals.

Conclusions

This study demonstrated the promising potential of LLMs,
particularly through a structured, simulated-agents prompting
strategy, to create high-quality, usable OSCE stations in the
emerging field of digital health. The results highlighted the
importance of carefully designed prompts and structured
workflows to effectively use LLMs for educational purposes.
Finally, our findings suggest that LLMs could be valuable
assistants for educators, but expert oversight is still crucial to
ensure content quality and relevance of the generated content.
Future research should explore the practical application of
Al-assisted OSCEs in various educational settings and their
integration into medical curricula.
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