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Abstract
Background: The deployment of OpenAI’s ChatGPT-3.5 and its subsequent versions, ChatGPT-4 and ChatGPT-4 With
Vision (4V; also known as “GPT-4 Turbo With Vision”), has notably influenced the medical field. Having demonstrated
remarkable performance in medical examinations globally, these models show potential for educational applications. However,
their effectiveness in non-English contexts, particularly in Chile’s medical licensing examinations—a critical step for medical
practitioners in Chile—is less explored. This gap highlights the need to evaluate ChatGPT’s adaptability to diverse linguistic
and cultural contexts.
Objective: This study aims to evaluate the performance of ChatGPT versions 3.5, 4, and 4V in the EUNACOM (Examen
Único Nacional de Conocimientos de Medicina), a major medical examination in Chile.
Methods: Three official practice drills (540 questions) from the University of Chile, mirroring the EUNACOM’s structure
and difficulty, were used to test ChatGPT versions 3.5, 4, and 4V. The 3 ChatGPT versions were provided 3 attempts for each
drill. Responses to questions during each attempt were systematically categorized and analyzed to assess their accuracy rate.
Results: All versions of ChatGPT passed the EUNACOM drills. Specifically, versions 4 and 4V outperformed version 3.5,
achieving average accuracy rates of 79.32% and 78.83%, respectively, compared to 57.53% for version 3.5 (P<.001). Version
4V, however, did not outperform version 4 (P=.73), despite the additional visual capabilities. We also evaluated ChatGPT’s
performance in different medical areas of the EUNACOM and found that versions 4 and 4V consistently outperformed version
3.5. Across the different medical areas, version 3.5 displayed the highest accuracy in psychiatry (69.84%), while versions
4 and 4V achieved the highest accuracy in surgery (90.00% and 86.11%, respectively). Versions 3.5 and 4 had the lowest
performance in internal medicine (52.74% and 75.62%, respectively), while version 4V had the lowest performance in public
health (74.07%).
Conclusions: This study reveals ChatGPT’s ability to pass the EUNACOM, with distinct proficiencies across versions 3.5,
4, and 4V. Notably, advancements in artificial intelligence (AI) have not significantly led to enhancements in performance
on image-based questions. The variations in proficiency across medical fields suggest the need for more nuanced AI training.
Additionally, the study underscores the importance of exploring innovative approaches to using AI to augment human
cognition and enhance the learning process. Such advancements have the potential to significantly influence medical education,
fostering not only knowledge acquisition but also the development of critical thinking and problem-solving skills among health
care professionals.
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Introduction
The launch of OpenAI’s ChatGPT-3.5 in November 2022
has impacted various fields, including medical education [1].
On September 25, 2023, OpenAI announced the release of a
highly anticipated new functionality, ChatGPT-4 With Vision
(4V; also known as “GPT-4 Turbo With Vision”), to support
multimodal interaction and further exploration [2].

ChatGPT has shown promise, or some would argue that
it is a threat, for medical education with its outstanding
performance in several medical examinations. For example,
in the Médicos Internos Residentes examination in Spain [3],
ChatGPT answered 51.4% of the questions correctly [3]. In
the United States, different studies have reported an accu-
racy of 80%-90% on the United States Medical Licensing
Examination [4]. These results highlight ChatGPT’s potential
to impact the future of medical education. However, there
is a limited understanding of ChatGPT’s performance in
non-English examinations in Latin America, such as Chile’s
EUNACOM (Examen Único Nacional de Conocimientos de
Medicina).

The EUNACOM comprises 180 multiple-choice ques-
tions from various medical areas such as internal
medicine, pediatrics, obstetrics and gynecology, surgery
(general surgery and anesthesia, traumatology, and urology),
psychiatry, specialties (including dermatology, ophthalmol-
ogy, and otorhinolaryngology), and public health. The
examination assesses topics such as diagnosis, treatment,
and follow-up care. Passing the EUNACOM is vital for
foreign-trained doctors to practice in Chile and for Chilean
medical students to complete their studies and transition to
medical practice [5]. This examination, central to Chilean
medical education, can potentially pose linguistic, cultural,
and contextual challenges to ChatGPT. This study aimed to
evaluate the performance of ChatGPT versions 3.5, 4, and
the recently released 4V on EUNACOM practice drills, with
the intent to guide future improvements—specifically, the
integration and use of artificial intelligence (AI) in medical
education—across various cultural and linguistic contexts,
thereby contributing to the ongoing debate on the role and
efficacy of AI as an educational tool in the global medical
community.

Methods
Study Design
We adopted a quantitative, descriptive, cross-sectional
approach to evaluate ChatGPT’s performance in the
EUNACOM practice drills. We gathered a data set of
EUNACOM practice questions, categorized them, and
analyzed the responses of ChatGPT versions 3.5, 4, and 4V.

EUNACOM Data Set
It is challenging to obtain an authentic and representative
set of questions from the EUNACOM, as the examination
is not publicly accessible for integrity and security reasons.
Therefore, we used 3 official practice drills designed by the
University of Chile as preparatory material for its students.
These drills are not included in the data used to train
ChatGPT due to their limited public availability. Each drill
consists of 180 multiple-choice questions with 5 options,
where only 1 is correct. The number of questions across
medical areas in each drill reflects the specifications of the
EUNACOM’s administrative office (ie, internal medicine,
n=67; pediatrics, n=29; obstetrics and gynecology, n=29;
surgery, n=20; psychiatry, n=14; specialties, n=12; and public
health, n=9).
Classification of Questions
The categorization of EUNACOM’s questions in this study is
in line with that of Carrasco et al [3] in 2023 on the Médi-
cos Internos Residentes examination in Spain. Two of our
research team members classified the questions as follows:

1. Medical area according to the EUNACOM: inter-
nal medicine, pediatrics, obstetrics and gynecology,
surgery, psychiatry, specialties, and public health.

2. Category of questions: “clinical case” if they presented
a clinical case in the stem of the question, or “medical
knowledge” if the question asked for the retrieval of
knowledge of medical content.

3. Type of question in clinical case questions: diagnosis,
treatment, or follow-up.

Prompting and Application of ChatGPT
We used ChatGPT versions 3.5, 4, and 4V, trained up to
January 2022, to respond to the 3 EUNACOM drills in
October 2023. Each drill was conducted 3 times with each
version of ChatGPT using the prompt, “Which is the correct
answer to the following questions?” We excluded “EUNA-
COM” from the prompt to guarantee ChatGPT’s responsive-
ness to the questions, since, according to OpenAI’s policies,
the model abstains from taking official assessments. When
using version 4V, we prompted questions with images (eg,
x-ray) individually, attaching the image to its corresponding
question.

The 3 attempts at providing responses in each drill allowed
us to address the variability in ChatGPT’s answers, attrib-
utable to its probabilistic nature, by estimating an average
performance.
Data Analysis
Data analysis was conducted using Stata (version 16.0;
StataCorp). We computed the percentage of correct responses
for each drill and set the passing score at >51% in accordance
with the EUNACOM standard [6]. We used a 2-sample test
of proportions to test for differences in performance among
different versions of ChatGPT [7].
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Ethical Considerations
The Human Research Ethics Committee of the Faculty of
Medicine at the University of Chile determined that this
study presented no ethical concerns that warranted institu-
tional review board oversight. We used EUNACOM drills
authorized by the University of Chile’s School of Medicine
because access to the actual examination is restricted.

Results
The three versions of ChatGPT successfully passed EUNA-
COM drills on average. Notably, version 4 exhibited superior

performance to that of version 3.5 across all drills and
attempts, while version 4V did not show a statistically
significant advantage over version 4. The only instance of
not passing the EUNACOM was observed with version
3.5, specifically during its third attempt at drill 2. Detailed
performance metrics for each drill and attempt are provided
in Table 1. To assess the robustness of our results, we also
compared the performance of ChatGPT by each attempt and
by each drill. The results are qualitatively similar.

Table 1. Correct answers of ChatGPT versions 3.5, 4, and 4 With Vision on each of the EUNACOMa drills (each with 180 multiple-choice
questions) per attempt.
EUNACOM drill and attempt Correct answers provided by each version of ChatGPT, n (%)

3.5b 4c 4 With Visiond

Drill 1
1 105 (58.33) 143 (79.44) 147 (81.67)
2 109 (60.56) 148 (82.22) 149 (82.78)
3 103 (57.22) 146 (81.11) 145 (80.56)

Drill 2
1 93 (51.67) 138 (76.67) 133 (73.89)
2 94 (52.22) 134 (74.44) 139 (77.22)
3 86 (47.78)e 132 (73.33) 137 (76.11)

Drill 3
1 112 (62.22) 143 (79.44) 142 (78.89)
2 114 (63.33) 150 (83.33) 139 (77.22)
3 116 (64.44) 151 (83.89) 146 (81.11)

aEUNACOM: Examen Único Nacional de Conocimientos de Medicina.
bMean accuracy rate 57.53% (95% CI 55.12%-59.94%).
cMean accuracy rate 79.32% (95% CI 77.35%-81.29%); z3.5 vs 4=–13.34, P<.001 (2-sample test of proportions).
dMean accuracy rate 78.83% (95% CI 76.84%-80.82%); z4 vs 4V=0.35, P=.73 (2-sample test of proportions).
eThis is the only instance of not passing the EUNACOM practice drill.

Across all attempts and the 3 practice drills, we observed
a variation in average accuracy rates by both medical area
and clinical case question type. In an evaluation across
various medical areas, all 3 ChatGPT versions demonstra-
ted distinct high and low performances. For version 3.5,
the highest accuracy was observed in psychiatry (average
69.84%), while the lowest accuracy rate was observed in
internal medicine (average 52.74%). Version 4 excelled
in surgery with a 90.00% average accuracy rate, whereas
its weakest performance was observed in internal medi-
cine (average 75.62%). Similarly, version 4V’s performance
was strongest in surgery (average 86.11%) and weakest in
public health (average 74.07%). When analyzing perform-
ance across different medical areas, ChatGPT-4 consistently
outperformed ChatGPT-3.5. However, ChatGPT-4V did not
significantly outperform ChatGPT-4.

The 3 drills included a total of 501 clinical case ques-
tions and 39 medical knowledge questions. In answering
clinical case questions, the average accuracy rate of ChatGPT
across the 3 attempts was as follows: 57.22% for version

3.5, 80.11% for version 4, and 79.71% for version 4V.
In answering medical knowledge questions, the average
accuracy rate of ChatGPT was as follows: 61.54% for version
3.5, 74.36% for version 4, and 67.52% for version 4V.

Among the clinical case questions, ChatGPT performed
best in follow-up questions, with version 4 scoring 88.89%,
while the lowest performance was observed in treatment
questions, with version 3.5 scoring 48.50%. On analyzing
performance over different types of clinical case questions,
ChatGPT-4 regularly outperformed ChatGPT-3.5. Nonethe-
less, ChatGPT-4V showed no significant difference in
performance compared to ChatGPT-4. Comprehensive data
on average performances across all medical areas and types of
clinical case questions are included in Multimedia Appendix
1.

The 3 drills had a total of 50 questions with images;
therein, ChatGPT-4 had an average accuracy rate of 70.67%
and version 4V had an average accuracy rate of 70.00%
across the 3 attempts.
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Discussion
Principal Findings
This study shows that ChatGPT successfully passed the
EUNACOM, with version 4 showing a superior performance
to that of version to 3.5. However, interestingly, version 4V
did not significantly outperform version 4 in this exami-
nation. All versions demonstrated proficiency in various
medical specialties, with version 3.5 excelling in psychia-
try and versions 4 and 4V in surgery. However, unexpect-
edly, version 4V did not outperform the other 2 versions in
questions including images. The differences in performance
among versions are likely due to continuous enhancements
in training and knowledge with each update, which improve
the models’ grasp of complex medical subjects. Nevertheless,
varying success rates in specific medical fields could stem
from the complexities of those specialties, unique terminolo-
gies, or the specific structure of the questions in those areas,
which may align differently with the data the models were
trained on.

In particular, when analyzing the question categories, all
versions presented a lower accuracy rate in medical knowl-
edge questions than in clinical case questions, indicating a
possible gap in the models’ data regarding specific con-
tent knowledge. In clinical case questions, versions 4 and
4V consistently outperformed version 3.5, possibly due to
the AI’s advancement in pattern recognition. Interestingly,
each version performed differently across various types of
questions in the clinical case category: version 3.5 showed
a lower performance on treatment and follow-up questions,
whereas versions 4 and 4V performed better on follow-up
questions, suggesting an enhanced ability to handle dynamic,
evolving clinical scenarios in later versions.

The modest enhancements in visual data interpretation
from ChatGPT-4 to ChatGPT-4V indicate that improvements
in later versions focused more on specific refinements rather
than on broad upgrades to support image processing. This
trend is evident in image-based questions, where version
4V did not outperform version 4 in questions including
images. For example, while ChatGPT showed improved
accuracy in interpreting electrocardiograms, its performance
was less consistent with dermatological images. A striking
instance was its misdiagnosis of a Staphylococcus aureus skin
infection in a toddler, where ChatGPT incorrectly identi-
fied the condition as Molluscum contagiosum, erroneously
attributing significance to an area of the image that was,
in fact, the patient’s belly button. These variations under-
score the intricate challenges AI faces in processing multimo-
dal medical information and suggest that while ChatGPT’s
textual understanding has advanced, its image processing
requires further contextual depth and fine-tuning.

ChatGPT’s strong performance on medical licensing
examinations from different parts of the world and in
different languages demonstrates its adaptability and potential
in medical education despite not being specifically designed
for such specialized content [3,4,8-10]. However, its varying

responses highlight the model’s limitations in handling the
depth and variability of real-life medical expertise.

This study is one of the first to evaluate ChatGPT-4,
including its vision-enhanced iteration, in medical licensing
examinations, notably being the first to evaluate its perform-
ance in Chile’s EUNACOM. The multiple attempts per
practice drill approach in our methodology is a significant
strength of our study, facilitating a thorough examination of
ChatGPT’s response consistency. Despite these strengths, the
study has some limitations. The reliance on practice drills
from the University of Chile may not encompass the full
breadth of the EUNACOM’s questions, potentially narrowing
the scope of our findings. The focus on specific versions of
ChatGPT could also limit the generalizability of our results
to other iterations of the model. Inherent biases in the AI’s
training data pose another challenge, potentially affecting the
accuracy of responses.

Future studies should expand AI evaluations in medi-
cal training by including diverse medical examinations and
question types, assessing adaptability to various contexts.
Exploring newer AI models and their performance in practical
medical scenarios will also be crucial. This research will
enhance the understanding of AI’s role in medicine, guiding
its effective integration into health care education and
practice.

The rise of generative AI in medicine, highlighted by tools
such as ChatGPT and upcoming models such as Med-PaLM
[11], signals a need to evolve medical education. While these
tools provide extensive resources, the essence of medical
practice extends beyond simple access to data, necessitat-
ing reflective and critical application of this knowledge.
Therefore, medical curricula must prioritize critical think-
ing, enabling future practitioners to discern the quality and
relevance of AI-generated information. Similarly, reflective
practices are crucial, promoting continuous self-assessment
and adaptation in a rapidly advancing technological land-
scape. As AI becomes integral, especially in diagnostics,
professionals must merge AI insights with human-centric
care, underscoring that medical expertise is not only about
accessing information but also involves deep understanding
and evaluation of that information, empathy, and ethical
judgment.
Conclusions
In conclusion, this study shows the performance of ChatGPT
versions 3.5, 4, and 4V in successfully passing the EUNA-
COM, underscoring the evolving role of AI in the field
of medicine and its potential in medical education. Future
studies should encompass a wider array of AI models and
diverse question types, contributing to a deeper understanding
of how AI can enhance medical education. Moreover, it is
imperative to explore innovative directions in the application
of AI, such as leveraging AI to augment human cognition and
optimize the learning process. Embracing these possibilities
can lead to a more profound impact on medical education,
fostering not only knowledge acquisition but also critical
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thinking and problem-solving skills among future health care
practitioners.

Acknowledgments
We thank the School of Medicine, University of Chile, for providing the EUNACOM (Examen Único Nacional de Conoci-
mientos de Medicina) drills essential for this research. We would like to express our gratitude to Mridul Joshi for his invaluable
assistance with the statistical analysis.
Disclaimer
This manuscript was prepared without the assistance of ChatGPT or similar artificial intelligence tools for writing, editing, or
proofreading.
Conflicts of Interest
None declared.
Multimedia Appendix 1
Average accuracy rate per medical area and clinical case question type.
[DOCX File (Microsoft Word File), 22 KB-Multimedia Appendix 1]
References
1. Boscardin CK, Gin B, Golde PB, Hauer KE. ChatGPT and generative artificial intelligence for medical education:

potential impact and opportunity. Acad Med. Jan 1, 2024;99(1):22-27. [doi: 10.1097/ACM.0000000000005439]
[Medline: 37651677]

2. GPT-4V(ision) system card. OpenAI. 2023. URL: https://openai.com/research/gpt-4v-system-card [Accessed
2024-04-19]

3. Carrasco JP, García E, Sánchez DA, et al. ¿Es capaz “ChatGPT” de aprobar el examen MIR de 2022? Implicaciones de
la inteligencia artificial en la educación médica en España [Article in Spanish]. Rev Esp Edu Med. 2023;4(1). [doi: 10.
6018/edumed.556511]

4. Kung TH, Cheatham M, Medenilla A, et al. Performance of ChatGPT on USMLE: potential for AI-assisted medical
education using large language models. PLOS Digit Health. Feb 2023;2(2):e0000198. [doi: 10.1371/journal.pdig.
0000198] [Medline: 36812645]

5. Fechas EUNACOM-ST de julio y cierre de inscripciones. EUNACOM. URL: https://www.eunacom.cl/home.html
[Accessed 2024-04-19]

6. Reglamento que establece los criterios generales y disposiciones sobre exigencia, aplicación, evaluación y puntuación
mínima para el diseño y aplicación del examen único nacional de conocimientos de medicina [Article in Spanish].
MINSAL Chile. URL: https://www.eunacom.cl/reglamentacion/ReglamentoLey20261.pdf [Accessed 2024-04-19]

7. Fleiss JL, Levin B, Paik MC. Statistical Methods for Rates and Proportions. 3rd ed. Wiley; 2013.
8. Aljindan FK, Al Qurashi AA, Albalawi IAS, et al. ChatGPT conquers the Saudi Medical Licensing Exam: exploring the

accuracy of artificial intelligence in medical knowledge assessment and implications for modern medical education.
Cureus. Sep 2023;15(9):e45043. [doi: 10.7759/cureus.45043] [Medline: 37829968]

9. Panthier C, Gatinel D. Success of ChatGPT, an AI language model, in taking the French language version of the
European Board of Ophthalmology examination: a novel approach to medical knowledge assessment. J Fr Ophtalmol.
Sep 2023;46(7):706-711. [doi: 10.1016/j.jfo.2023.05.006] [Medline: 37537126]

10. Roos J, Kasapovic A, Jansen T, Kaczmarczyk R. Artificial intelligence in medical education: comparative analysis of
ChatGPT, Bing, and medical students in Germany. JMIR Med Educ. Sep 4, 2023;9:e46482. [doi: 10.2196/46482]
[Medline: 37665620]

11. Med-PaLM. Google Research. URL: https://sites.research.google/med-palm/ [Accessed 2024-04-19]

Abbreviations
4V: ChatGPT-4 With Vision
AI: artificial intelligence
EUNACOM: Examen Único Nacional de Conocimientos de Medicina

Edited by Gunther Eysenbach, Taiane de Azevedo Cardoso; peer-reviewed by Ibrahim Albalawi, Sathish Thirunavukkarasu,
U Hin Lai; submitted 30.11.2023; final revised version received 06.02.2024; accepted 22.03.2024; published 29.04.2024

JMIR MEDICAL EDUCATION Rojas et al

https://mededu.jmir.org/2024/1/e55048 JMIR Med Educ 2024 | vol. 10 | e55048 | p. 5
(page number not for citation purposes)

https://jmir.org/api/download?alt_name=mededu_v10i1e55048_app1.docx
https://jmir.org/api/download?alt_name=mededu_v10i1e55048_app1.docx
https://doi.org/10.1097/ACM.0000000000005439
http://www.ncbi.nlm.nih.gov/pubmed/37651677
https://openai.com/research/gpt-4v-system-card
https://doi.org/10.6018/edumed.556511
https://doi.org/10.6018/edumed.556511
https://doi.org/10.1371/journal.pdig.0000198
https://doi.org/10.1371/journal.pdig.0000198
http://www.ncbi.nlm.nih.gov/pubmed/36812645
https://www.eunacom.cl/home.html
https://www.eunacom.cl/reglamentacion/ReglamentoLey20261.pdf
https://doi.org/10.7759/cureus.45043
http://www.ncbi.nlm.nih.gov/pubmed/37829968
https://doi.org/10.1016/j.jfo.2023.05.006
http://www.ncbi.nlm.nih.gov/pubmed/37537126
https://doi.org/10.2196/46482
http://www.ncbi.nlm.nih.gov/pubmed/37665620
https://sites.research.google/med-palm/
https://mededu.jmir.org/2024/1/e55048


Please cite as:
Rojas M, Rojas M, Burgess V, Toro-Pérez J, Salehi S
Exploring the Performance of ChatGPT Versions 3.5, 4, and 4 With Vision in the Chilean Medical Licensing Examination:
Observational Study
JMIR Med Educ 2024;10:e55048
URL: https://mededu.jmir.org/2024/1/e55048
doi: 10.2196/55048

© Marcos Rojas, Marcelo Rojas, Valentina Burgess, Javier Toro-Pérez, Shima Salehi. Originally published in JMIR Medical
Education (https://mededu.jmir.org), 29.04.2024. This is an open-access article distributed under the terms of the Creative
Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work, first published in JMIR Medical Education, is properly cited. The
complete bibliographic information, a link to the original publication on https://mededu.jmir.org/, as well as this copyright and
license information must be included.

JMIR MEDICAL EDUCATION Rojas et al

https://mededu.jmir.org/2024/1/e55048 JMIR Med Educ 2024 | vol. 10 | e55048 | p. 6
(page number not for citation purposes)

https://mededu.jmir.org/2024/1/e55048
https://doi.org/10.2196/55048
https://mededu.jmir.org
https://creativecommons.org/licenses/by/4.0/
https://mededu.jmir.org/
https://mededu.jmir.org/2024/1/e55048

	Exploring the Performance of ChatGPT Versions 3.5, 4, and 4 With Vision in the Chilean Medical Licensing Examination: Observational Study
	Introduction
	Methods
	Study Design
	EUNACOM Data Set
	Classification of Questions
	Prompting and Application of ChatGPT
	Data Analysis
	Ethical Considerations

	Results
	Discussion
	Principal Findings
	Conclusions



