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Abstract

Background: Large language models, such as ChatGPT, are capable of generating grammatically perfect and human-like text
content, and a large number of ChatGPT-generated texts have appeared on the internet. However, medical texts, such as clinical
notes and diagnoses, require rigorous validation, and erroneous medical content generated by ChatGPT could potentially lead to
disinformation that poses significant harm to health care and the general public.

Objective: This study is among the first on responsible artificial intelligence–generated content in medicine. We focus on
analyzing the differences between medical texts written by human experts and those generated by ChatGPT and designing machine
learning workflows to effectively detect and differentiate medical texts generated by ChatGPT.

Methods: We first constructed a suite of data sets containing medical texts written by human experts and generated by ChatGPT.
We analyzed the linguistic features of these 2 types of content and uncovered differences in vocabulary, parts-of-speech,
dependency, sentiment, perplexity, and other aspects. Finally, we designed and implemented machine learning methods to detect
medical text generated by ChatGPT. The data and code used in this paper are published on GitHub.

Results: Medical texts written by humans were more concrete, more diverse, and typically contained more useful information,
while medical texts generated by ChatGPT paid more attention to fluency and logic and usually expressed general terminologies
rather than effective information specific to the context of the problem. A bidirectional encoder representations from
transformers–based model effectively detected medical texts generated by ChatGPT, and the F1 score exceeded 95%.

Conclusions: Although text generated by ChatGPT is grammatically perfect and human-like, the linguistic characteristics of
generated medical texts were different from those written by human experts. Medical text generated by ChatGPT could be
effectively detected by the proposed machine learning algorithms. This study provides a pathway toward trustworthy and
accountable use of large language models in medicine.

(JMIR Med Educ 2023;9:e48904) doi: 10.2196/48904
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Introduction

Background
Since the advent of pretrained language models, such as GPT
[1] and bidirectional encoder representations from transformers
(BERT) [2], in 2018, transformer-based [3] language models
have revolutionized and popularized natural language processing
(NLP). More recently, large language models (LLMs) [4,5]
have demonstrated superior performance on zero-shot and
few-shot tasks. Among LLMs, ChatGPT is favored by users
due to its accessibility as well as its ability to produce
grammatically correct and human-level answers in different
domains. Since the release of ChatGPT in November 2022 by
OpenAI, it has quickly gained significant attention within a few
months. It has been widely discussed in the NLP community
and other fields since then.

To balance the cost and efficiency of data annotation and train
an LLM that better aligns with user intent in a helpful and safe
manner, researchers used reinforcement learning from human
feedback (RLHF) [6] to develop ChatGPT. RLHF uses a
ranking-based human preference data set to train a reward model
with which ChatGPT can be fine-tuned by proximal policy
optimization [7]. As a result, ChatGPT can understand the
meaning and intent behind user queries, which empowers
ChatGPT to respond to queries in the most relevant and useful
way. In addition to aligning with user intent, another factor that
makes ChatGPT popular is its ability to handle a variety of tasks
in different domains. The massive training corpus from the
internet endows ChatGPT with the ability to learn the nuances
of human language patterns. ChatGPT seems to be able to
successfully generate human-level text content in all domains
[8-12].

However, ChatGPT is a double-edged sword [13]. Misusing
ChatGPT to generate human-like content can easily mislead
users, resulting in wrong and potentially detrimental decisions.
For example, malicious actors can use ChatGPT to generate a
large number of fake reviews that damage the reputation of
high-quality restaurants while falsely boosting the reputation
of low-quality competitors. This is an example that can
potentially harm consumers [14].

When using ChatGPT, some potential risks need to be
considered. First of all, it may limit human creativity. ChatGPT
has the ability to debug code or write essays for college students.
It is important to consider whether ChatGPT will generate
unique creative work or simply copy content from their training
set. New York City public schools have banned ChatGPT.

What is more, ChatGPT has the ability to produce a text of
surprising quality, which can deceive readers, and the end result
is a dangerous accumulation of misinformation [15].
StackOverflow, a popular platform for coders and programmers,
banned the use of ChatGPT-generated content because the
average rate of correct answers from ChatGPT is too low and
could cause significant harm to the site and the users who rely
on it for accurate answers.

Development of Language Models
The transformer-based language models have demonstrated a
strong language modeling ability. Generally speaking,
transformer-based language models are divided into 3 categories:
encoder-based models (eg, BERT [2], Roberta [16], and Albert
[17]), decoder-based models (eg, GPT [1] and GPT2 [18]), and
encoder-decoder–based models (eg, Transformers [3], BART
[19], and T5 [20]). In order to combine biomedical knowledge
with language models, many researchers have added biomedical
corpus for training [21-25]. Alsentzer et al [26] fine-tuned the
publicly released BERT model on the Medical Information Mart
for Intensive Care (MIMIC) data set [27] and demonstrated
good performance on natural language inference and named
entity recognition tasks. Lee et al [28] fine-tuned BERT on the
PubMed data set, and it performed well on biomedical named
entity recognition, biomedical relation extraction, and
biomedical question-answering tasks. Based on the backbone
of GPT2 [18], Luo et al [29] continued pretraining on the
biomedical data set and showed superior performance on 6
biomedical NLP tasks. Other innovative applications include
ClinicalRadioBERT [30] and SciEdBERT [31].

In recent years, decoder-based LLMs have demonstrated
excellent performance on a variety of tasks [9,11,32,33].
Compared with previous language models, LLMs contain a
large number of trainable parameters; for example, GPT-3
contains 175 billion parameters. The increased model size of
GPT-3 makes it more powerful than previous models, boosting
its language ability to near human levels in medical applications
[34]. ChatGPT belongs to the GPT-3.5 series, which is
fine-tuned based on RLHF. Previous research has shown that
ChatGPT can achieve a passing score equivalent to that of a
third-year medical student on a medical question-answering
task [35].

ChatGPT has also demonstrated a strong understanding of
high-stakes medical domains, including specialties such as
radiation oncology [33]. Medical information typically requires
rigorous validation. Indeed, false medical-related information
generated by ChatGPT can easily lead to misjudgment of the
developmental trend of diseases, delay the treatment process,
or negatively affect the life and health of patients [36].

However, ChatGPT lacks the knowledge and expertise necessary
to accurately and adequately convey complex scientific concepts
and information. For example, human medical writers cannot
yet be fully replaced because ChatGPT does not have the same
level of understanding and expertise in the medical field [37].
To prevent the misuse use of ChatGPT to generate medical texts
and avoid the potential risks of using ChatGPT, this study
focuses on the detection of ChatGPT-generated text for the
medical domain. We collected both publicly available
expert-generated medical content and ChatGPT-generated
content through the OpenAI interface. This study seeks to
answer 2 questions: (1) What is the difference between medical
content written by humans and that generated by ChatGPT? (2)
Can we use machine learning methods to detect whether medical
content is written by human experts or ChatGPT?

In this work, we make the following contributions to academia
and industry:
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• We construct 2 data sets to analyze the difference between
ChatGPT-generated and human-generated medical text.
We have published these 2 data sets to facilitate further
analysis and research on ChatGPT for researchers.

• In this paper, we conducted a language analysis of medical
content written by humans and that generated by ChatGPT.
From the analysis results, we can grasp the difference
between ChatGPT and humans in constructing medical
content.

• We built a variety of machine learning models to detect
text samples generated by humans and ChatGPT and
explained and visualized the model structures.

In summary, this study is among the first efforts to qualitatively
and quantitatively analyze and categorize differences between
medical text generated by human experts and artificial
intelligence–generated content (AIGC). We believe this work
can spur further research in this direction and provide pathways
toward responsible AIGC in medicine.

Methods

Data Set Construction
To analyze and discriminate human- and ChatGPT-generated
medical texts, we constructed the following 2 data sets:

• Medical abstract data set: This original data set came from
the work of Schopf et al [38] and involves digestive system

diseases, cardiovascular diseases, neoplasms, nervous
system diseases, and general pathological conditions.

• Radiology report data set: This original data set came from
the work of Johnson et al [27], and only a subset of
radiology reports were selected to build our radiology report
data set.

Both the medical abstract and radiology report data sets are in
English. We sampled 2200 text samples from the medical
abstract and radiology report data sets as medical texts written
by humans. In order to guide ChatGPT to generate medical
content, we adopted the method of text continuation with
demonstration instead of rephrasing [14] or query [39] with
in-context learning because text continuation can produce more
human-like text. The prompts used to generate medical abstract
and radiology report data sets are shown in Figure 1. We used
2 different prompts to generate ChatGPT texts. In order to avoid
the influence of ChatGPT randomness, we generated 2 groups
of texts for each prompt. We randomly selected a sample
(excluding the sample itself) from the data set as a
demonstration. Finally, we obtained medical abstract and
radiology report data sets containing 11,000 samples. According
to the 2 different prompts and 2 different random groupings,
these 11,000 samples can form 4 groups of data, each containing
the same 2200 samples written by humans and 8800 samples
generated by ChatGPT with one of the prompts and one of the
random groups.

Figure 1. Prompts for building the ChatGPT-generated medical abstract and radiology report data sets.
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Linguistic Analysis
We performed linguistic analysis of the medical content
generated by humans and ChatGPT, including vocabulary and
sentence feature analysis, part-of-speech (POS) analysis,
dependency parsing, sentiment analysis, and text perplexity.

Vocabulary and sentence feature analysis illuminates the
differences in the statistical characteristics of the words and
sentences constructed by humans and ChatGPT when generating
medical texts. We used the Natural Language Toolkit [40] to
perform POS analysis. Dependency parsing is a technique that
analyzes the grammatical structure of a sentence by identifying
the dependencies between the words of the sentence. We applied
CoreNLP (Stanford NLP Group) [41] for dependency parsing
and compared the proportions of different dependency
relationships and their corresponding dependency distances.
We applied a pretrained sentiment analysis model [42] to
conduct sentiment analysis for both the medical abstract and
radiology report data sets. Perplexity is often used as a metric
to evaluate the performance of a language model, with lower
perplexity indicating that the language model is more confident
in its predictions. We used the BioGPT [29] model to compute
the perplexity of the human-written and ChatGPT-generated
medical text.

Detecting ChatGPT-Generated Text
Text content generated by the LLM has become popular on the
internet. Since most of the content generated by LLMs is text
with a fixed language pattern and language style, when a large
number of generated text content appears, it will not be
conducive to human active creation and can cause panic if
incorrect medical text is generated. We used a variety of
methods to detect medical texts generated by ChatGPT to reduce
the potential risks to society caused by improper or malicious
use of language models.

First, we divided the medical abstract and radiology report data
sets into a training set, test set, and validation set at a ratio of
7:2:1, respectively. Then, we used a variety of algorithms to
train the model with the training set, selected the best model
parameters through the validation set, and finally calculated the
metrics using the test set. The following models were used:

• Perplexity-classification (Perplexity-CLS): As text written
by humans usually has higher text perplexity than that
generated by ChatGPT, an intuitive idea was to find an
optimal perplexity threshold to detect medical text generated
by ChatGPT. This idea is the same as GPTZero [43], but
our data is medical-related text, so we used BioGPT [29]
as a language model to calculate text perplexity. We found
the optimal perplexity threshold of the validation set and
calculated the metrics on the test set.

• Classification and Regression Trees (CART): CART is a
classic decision tree algorithm that tree uses the Gini index
as the measure of feature division. We vectorized the
samples through term frequency–inverse document
frequency, and for convenience of visualization, we set the
maximum depth of the tree to 4.

• XGBoost [44]: XGBoost is an ensemble learning method,
and we set the maximum depth for base learners as 4 and
vectorize the samples by term frequency–inverse document
frequency.

• BERT [2]: BERT is a pretrained language model. We
fine-tuned our medical text based on bert-base-cased [45].

In addition, we analyzed the CART, XGBoost, and BERT
models to explore which features of the text help to detect text
generated by ChatGPT.

Ethical Considerations and Data Usage
In this study, we evaluated the proposed method on two medical
datasets: medical abstracts describing patients’ conditions and
radiology reports from the MIMIC-III dataset. Both datasets
are extracted from publicly available sources. According to Luo
et al [29], the free texts (including radiology reports) in the
MIMIC-III dataset have been deidentified in accordance with
Health Insurance Portability and Accountability Act (HIPAA)
standards, using an existing, rigorously evaluated system [46].
Using publicly available and fully deidentified data for research
purposes aligns with the waiver of human subjects protection
issued by the Department of Health and Human Services (45
CFR 46.104) [47], which states that studies utilizing publicly
available, anonymized data may not require formal ethics
approval. The Institutional Review Board of Mass General
Brigham negates the necessity for review for research exempted
under 45 CFR 46.104 [48]. The datasets collected were strictly
used for research purposes limited within this work, focusing
on method development and validation without compromising
individual privacy. In conclusion, this research adheres to the
ethical guidelines and policies set forth by the Institutional
Review Board of Mass General Brigham, ensuring that all data
usage is responsible, respectful of privacy, and within the bounds
of academic research.

Results

Linguistic Analysis
We conducted linguistic analysis of 2200 human-written samples
and 8800 ChatGPT-generated samples from the medical abstract
and radiology report data sets.

Vocabulary and Sentence Analysis
As shown in Table 1, from the perspective of statistical
characteristics, the main differences between human-written
medical text and medical text generated by ChatGPT involved
the vocabulary and stem. Human-written medical text
vocabulary size and the number of stems were significantly
larger than those of ChatGPT-generated medical text. This
suggests that the content and expression of medical texts written
by humans are more diverse, which is more in line with the
actual patient situation, while texts generated by ChatGPT are
more inclined to use commonly used words to express common
situations.
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Table 1. Vocabulary and sentence analysis of human- and ChatGPT-generated text in the medical abstract and radiology report data sets.

Text length (words),
mean (SD)

Sentence length (words),
mean (SD)

Sentences per sample,
mean (SD)

Word stemsbVocabularya

Medical abstract data set

146.3 (19.4)16.2 (10.5)8.7 (2.3)16,19522,889Human

168.6 (27.2)15.7 (8.3)10.4 (2.5)11,12015,782ChatGPT

Radiology report data set

135.9 (19.5)10.4 (6.9)12.7 (2.6)839611,095Human

130.5 (31.3)10.2 (5.7)12.5 (3.2)57747733ChatGPT

aTotal number of unique words across all samples.
bTotal number of unique word stems across all samples.

Part-of-Speech Analysis
The results of POS analysis are shown in Table 2. ChatGPT
used more words from the following categories: noun, singular
or mass; determiner; noun, plural; and coordinating conjunction.
ChatGPT used fewer cardinal digits and adverbs.

Frequent use of nouns (singular or mass and plural) tends to
indicate that the text is more argumentative, showing

information and objectivity [49]. The high proportion of
coordinating conjunctions and determiners in
ChatGPT-generated text indicated that the structure of the
medical text and the relationship between causality, progression,
or contrast was clear. At the same time, a large number of
cardinal digits and adverbs appeared in medical texts written
by humans, indicating that the expressions were more specific
rather than general. For example, doctors will use specific
numbers to describe the size of tumors.
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Table 2. Top 20 parts-of-speech comparison between human-written and ChatGPT-generated text in the medical abstract and radiology report data
sets.

Radiology report data setMedical abstract data setCategory

ChatGPT (n=1,047,319),
n (%)

Human (n=263,097), n (%)ChatGPT
(n=1,358,297), n (%)

Human (n=294,700),
n (%)

265,415 (25.3)65,678 (25)315,326 (23.2)66,052 (22.4)Noun, singular or mass

196,195 (18.7)48,690 (18.5)209,179 (15.4)45,157 (15.3)Adjective

96,548 (9.2)25,070 (9.5)182,029 (13.4)42,496 (14.4)Preposition or subordinating conjunction

106,668 (10.2)22,720 (8.6)127,371 (9.4)25,947 (8.8)Determiner

57,902 (5.5)9511 (3.6)122,615 (9)23,918 (8.1)Noun, plural

41,160 (3.9)7305 (2.8)56,301 (4.1)11,292 (3.8)Coordinating conjunction

8881 (0.8)4132 (1.6)25,053 (1.8)10,718 (3.6)Cardinal digit

8839 (0.8)3000 (1.1)47,084 (3.5)10,613 (3.6)Verb, past tense

40,067 (3.8)8935 (3.4)44,381 (3.3)10,517 (3.6)Verb, past participle

90,531 (8.6)30,463 (11.6)51,644 (3.8)10,075 (3.4)Proper noun, singular

14,082 (1.3)6142 (2.3)22,606 (1.7)7311 (2.5)Adverb

10,533 (1)2424 (0.9)26,474 (1.9)4646 (1.6)To

8501 (0.8)2527 (1)27,916 (2.1)4569 (1.6)Verb, base form

40,737 (3.9)10,877 (4.1)20,371 (1.5)3928 (1.3)Verb, third person singular present

9304 (0.9)2492 (0.9)30,265 (2.2)3760 (1.3)Verb, gerund or present participle

25,160 (2.4)3950 (1.5)13,166 (1)3237 (1.1)Verb, nonthird person singular present

——a5775 (0.4)1681 (0.6)Personal pronoun; possessive pronoun

2023 (0.2)970 (0.4)6717 (0.5)1663 (0.6)Modal

3114 (0.3)1401 (0.5)4724 (0.3)1311 (0.4)Adjective, comparative

1257 (0.1)655 (0.2)2793 (0.2)937 (0.3)Wh-determiner

11075 (1.1)3925 (1.5)——Existential there

aNot in the top 20 parts-of-speech.

Dependency Parsing
The results of dependency parsing are shown in Table 3 and
Table 4. As shown in Table 3, the comparison of dependencies
exhibited similar characteristics to the POS analysis, where
ChatGPT used more determiner, conjunct, coordination, and

direct object relations while using fewer numeric modifiers and
adverbial modifiers. For dependency distance, ChatGPT had
obviously shorter conjuncts, coordinations, and nominal
subjects, which made the text generated by ChatGPT more
logical and fluent.
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Table 3. Top 20 dependencies comparison between human-written and ChatGPT-generated text in the medical abstract and radiology report data sets.

Radiology report data setMedical abstract data setCategory

ChatGPT (n=1,191,518),
n (%)

Human (n=298,214), n
(%)

ChatGPT (n=1,515,865),
n (%)

Human (n=329,173), n
(%)

180,051 (15.1)45,094 (15.1)200,664 (13.2)42,577 (12.9)Adjectival modifier

104,999 (8.8)25,813 (8.7)183,711 (12.1)42,056 (12.8)Case marking

95,435 (8)24,137 (8.1)176,319 (11.6)40,288 (12.2)Nominal modifier

179,102 (15)46,980 (15.8)157,984 (10.4)35,433 (10.8)Punctuation

78,792 (6.6)18,988 (6.4)123,870 (8.2)24,319 (7.4)Determiner

66,782 (5.6)17,106 (5.7)94,106 (6.2)19,196 (5.8)Compound

99,851 (8.4)24,871 (8.3)77,530 (5.1)15,502 (4.7)Root of the sentence

46,438 (3.9)8811 (3)66,165 (4.4)13,844 (4.2)Conjunct

46,113 (3.9)11,598 (3.9)59,305 (3.9)12,623 (3.8)Nominal subject

41,696 (3.5)7740 (2.6)56,862 (3.8)11,633 (3.5)Coordination

16,762 (1.4)3788 (1.3)65,687 (4.3)9069 (2.8)Direct object

8484 (0.7)3013 (1)22,424 (1.5)8380 (2.5)Numeric modifier

15,820 (1.3)6646 (2.2)25,025 (1.7)7548 (2.3)Adverbial modifier

26,559 (2.2)4981 (1.7)23,818 (1.6)5942 (1.8)Passive auxiliary

——a31,131 (2.1)4723 (1.4)Marker

49,178 (4.1)16,440 (5.5)10,253 (0.7)4357 (1.3)Dependent

18,305 (1.5)5236 (1.8)15,479 (1)4082 (1.2)Copula

10,485 (0.9)2504 (0.8)23,387 (1.5)3451 (1)Clausal modifier of a noun

——10,584 (0.7)3149 (1)Auxiliary

26,035 (2.2)4717 (1.6)22,650 (1.5)5522 (1.7)Passive nominal subject

29,109 (2.4)4156 (1.4)——Negation modifier

11,069 (0.9)3927 (1.3)——Expletive

aNot in the top 20 dependencies.
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Table 4. Top 20 dependency distances comparison between human-written and ChatGPT-generated text in the medical abstract and radiology report
data sets.

Radiology report data setMedical abstract data setCategory

ChatGPT (words)Human (words)ChatGPT (words)Human (words)

1.61.71.41.5Adjectival modifier

2.42.52.22.2Case marking

4.04.24.14.2Nominal modifier

5.55.68.78.5Punctuation

2.02.11.71.8Determiner

1.41.51.21.3Compound

4.03.65.97.3Root of the sentence

3.64.54.75.9Conjunct

2.83.23.03.9Nominal subject

1.82.42.93.7Coordination

2.62.52.42.5Direct object

1.31.41.21.3Numeric modifier

2.11.72.82.2Adverbial modifier

1.11.21.11.2Passive auxiliary

——a2.43.5Marker

3.63.74.74.8Dependent

1.61.72.42.0Copula

2.42.32.52.3Clausal modifier of noun

——1.71.9Auxiliary

3.83.85.26.1Passive nominal subject

1.81.7——Negation modifier

1.11.3——Expletive

aNot in the top 20 dependency distances.

Sentiment Analysis
The results of sentiment analysis are shown in Table 5. Most
of the medical texts written by humans or those generated by
ChatGPT had neutral sentiments. It should be noted that the
proportion of negative sentiments in text written by humans
was significantly higher than that in text generated by ChatGPT,

while the proportion of positive sentiments in text written by
humans was significantly lower than that in text generated by
ChatGPT. This may be because ChatGPT has added a special
mechanism to carefully filter the original training data set to
ensure any violent or sexual content is removed, making the
generated text more neutral or positive.

Table 5. Sentiment comparison between human-written and ChatGPT-generated text in the medical abstract and radiology report data sets

Radiology report data setMedical abstract data setSentiment

ChatGPT (n=8800), n (%)Human (n=2200), n (%)ChatGPT (n=8800), n (%)Human (n=2200), n (%)

493 (5.6)204 (9.3)1205 (13.7)432 (19.6)Negative

7738 (87.9)1942 (88.3)5822 (66.2)1588 (72.2)Neutral

569 (6.5)54 (2.5)1773 (20.2)180 (8.2)Positive

Text Perplexity
The results of text perplexity are shown in Figure 2. It can be
observed that for both medical abstract and radiation report data
sets, the perplexity of text generated by ChatGPT was
significantly lower than that of text written by humans. ChatGPT

captures common patterns and structures in the training corpus
and is very good at replicating them. Therefore, the text
generated by ChatGPT has relatively low perplexity. Humans
can express themselves in a variety of ways, depending on the
intellectual context, the condition of the patient, and other
factors, which may make BioGPT more difficult to predict.
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Therefore, human-written text had a higher perplexity and wider
distribution.

Through the above analysis, we identified the main differences
between the human-written and ChatGPT-generated medical
text as the following: (1) medical texts written by humans were
more diverse, while medical texts generated by ChatGPT were

more common; (2) medical texts generated by ChatGPT had
better logic and fluency; (3) medical texts written by humans
contained more specific values, and text content was more
specific; (4) medical texts generated by ChatGPT were more
neutral and positive; and (5) ChatGPT had lower text perplexity
because it is good at replicating common expression patterns
and sentence structures.

Figure 2. Text perplexity of human-written and ChatGPT-generated (A) medical abstracts and (B) radiology reports.

Detecting ChatGPT-Generated Text
The results of detecting ChatGPT-generated medical text are
shown in Table 6. The results shown in Table 6 are the average
of the accuracy across the 4 groups. Compared with similar
works [14,39] for detecting ChatGPT-generated content, our
detection performance showed much higher accuracy. Since

Perplexity-CLS is an unsupervised learning method, it was less
effective than other methods. XGBoost integrates the results of
multiple decision trees, so it worked better than CART with a
single decision tree. The pretrained BERT model easily
recognized differences in the logical structure and language
style of medical texts written by humans and those generated
by ChatGPT, thus achieving the best performance.

Table 6. Results of detecting ChatGPT-generated medical text in the medical abstract and radiology data sets.

F1 scoreRecallPrecisionAccuracy

Perplexity-CLSa, mean (SD)

0.847 (0.014)0.847 (0.014)0.849 (0.015)0.847 (0.014)Medical abstract

0.74 (0.011)0.743 (0.011)0.756 (0.015)0.743 (0.011)Radiology report

CARTb, mean (SD)

0.867 (0.02)0.867 (0.019)0.888 (0.012)0.869 (0.019)Medical abstract

0.83 (0.005)0.831 (0.004)0.837 (0.007)0.831 (0.004)Radiology report

XGBoost, mean (SD)

0.957 (0.007)0.957 (0.007)0.958 (0.006)0.957 (0.007)Medical abstract

0.924 (0.007)0.924 (0.007)0.925 (0.006)0.924 (0.007)Radiology report

BERTc, mean (SD)

0.982 (0.003)0.982 (0.003)0.982 (0.003)0.982 (0.003)Medical abstract

0.956 (0.033)0.956 (0.033)0.957 (0.032)0.956 (0.033)Radiology report

aPerplexity-CLS: Perplexity-classification.
bCART: classification and regression trees.
cBERT: bidirectional encoder representations from transformers.

Figure 3 presents the visualization of the CART model of the
2 data sets. Through the decision tree with depth 4, the text
generated by ChatGPT was detected well. We calculated the

contribution of each feature of the XGBoost model, and the top
15 most important features are shown in Tables 7 and 8.
Comparing Figure 3 and Table 7, we can see that the decision
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tree nodes are similar. For example, in the medical abstract data
set, “further,” “outcomes,” “highlights,” and “aimed” are
important features of the CART and XGBoost models.

In addition to visualizing the global features of CART and
XGBoost, we also used the transformers-interpret toolkit [50]
to visualize the local features of the samples, and the results are

shown in Figure 4. For BERT, conjuncts were important features
for detecting ChatGPT-generated text (eg, “due to,” “therefore,”
and “or”). In addition, the important features of BERT were
similar to those of XGboost. For example, “evidence,”
“findings,” and “acute” were important features in the radiology
report data set for detecting medical text generated by ChatGPT.

Figure 3. Visualization of the CART model for the (A) medical abstracts and (B) radiology reports data sets. CART: classification and regression trees.
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Table 7. Important features of the medical abstract data set.

Importance (F score)Feature

24Outcomes

24Further

21Findings

19Potential

16This

15The

15Highlights

14Management

14Aimed

12Study

12May

10Report

10Rare

10Crucial

9Results

Table 8. Important features of the radiology reports data set.

Importance (F score)Feature

74The

48Impression

31There

25No

25Acute

21Evidence

20Findings

16Significant

15Correlation

15Conclusion

14Identified

13Left

12Previous

11Consistent

10Observed
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Figure 4. Visualization of the features of the samples for the (A) medical abstracts and (B) radiology reports data sets using BERT. BERT: bidirectional
encoder representations from transformers.

Discussion

Principal Results
In this paper, we focused on analyzing the differences between
medical texts written by humans and those generated by
ChatGPT and designed machine learning algorithms to detect
medical texts generated by ChatGPT. The results showed that
medical texts generated by ChatGPT were more fluent and
logical but had low information content. In contrast, medical
texts written by humans were more diverse and specific. Such
differences led to the potential discriminability between these
two.

ChatGPT simply imitates human language and uses general
information content, which makes it challenging to generate
text on personalized treatment and conditions with high
intersubject heterogeneity. Such an issue may potentially lead
to decreased patient care quality throughout the whole clinical
workflow. For the purpose of medical education, AIGC has led
to much awareness and concerns over its possible misuse.
Students and trainees could use ChatGPT for assignments and
exams. In addition, using such tools can hinder the students’
learning process, especially at the current stage, where
curriculum design has not been updated accordingly [51].
Finally, as more patients rely on internet searches to seek
medical advice, it is important to mark the AIGC, especially
that related to medicine, with “Generated by AIGC” labels. By
doing so, we can further deal with potential issues in
ChatGPT-generated text caused by system-wide errors and
algorithm biases, such as the “hallucination effect” of generative
modeling and outdated information sources.

In order to mitigate and control the potential harm caused by
medical AIGC, we developed algorithms to identify content
generated by ChatGPT. Although ChatGPT can generate
human-like text, due to the differences in language style and
content, the text written by ChatGPT can still be accurately
detected by designing machine learning algorithms, and the F1

score exceeded 95%. This study provides a pathway toward
trustworthy and accountable use of LLMs in medicine.

Limitations
This paper is dedicated to analyzing the differences between
medical texts written by humans and those generated by
ChatGPT. We developed various machine-learning algorithms
to distinguish the two. However, our work has some limitations.
First, this paper only analyzes medical abstracts and radiology
reports; however, there exist various other types of medical
texts, and these 2 types of medical texts are just examples.
Second, ChatGPT is a model that can handle multiple languages,
but the data sets we used were only in English. Additionally,
we only used ChatGPT as an example to analyze the difference
between medical texts generated by an LLM and medical texts
written by humans; however, more advanced LLMs, such as
GPT-4 and other open-source models, have emerged. It will be
part of our future work to analyze more language styles
generated by other LLMs and summarize their general language
construction rules.

Conclusions
In general, for artificial intelligence (AI) to realize its full
potential in medicine, we should not rush into its implementation
but advocate for its careful introduction and open debate about
its risks and benefits. First, human medical writers will be
responsible for ensuring the accuracy and completeness of the
information communicated and for complying with ethical and
regulatory guidelines. However, ChatGPT cannot be held
responsible. Second, training an LLM requires a huge amount
of data, but the quality of the data is difficult to guarantee, so
the trained ChatGPT is biased. For example, ChatGPT can
provide biased output and perpetuate sexist stereotypes [52].
Third, use of ChatGPT may lead to private information leakage.
This may be because the LLM remembers personal privacy
information in the training set [53]. What is more, the legal
framework must be considered. Who shall be held accountable
when an AI doctor makes an inevitable mistake? ChatGPT
cannot be held accountable for its work, and there is no legal
framework to determine who owns the rights to AI-generated
work [15].

JMIR Med Educ 2023 | vol. 9 | e48904 | p. 12https://mededu.jmir.org/2023/1/e48904
(page number not for citation purposes)

Liao et alJMIR MEDICAL EDUCATION

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


The medical field is a field related to human health and life. We
provided a simple demonstration to identify ChatGPT-generated
medical content, which can help reduce the harm caused to
humans by erroneous and incomplete ChatGPT-generated

information. Assessing and mitigating the risks associated with
LLMs and their potential harm is a complex and interdisciplinary
challenge that requires combining knowledge from various
fields to drive the healthy development of LLMs.
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