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Abstract

Background: The potential for digital health technologies, including machine learning (ML)–enabled tools, to disrupt the
medical profession is the subject of ongoing debate within biomedical informatics.

Objective: We aimed to describe the opinions of final-year medical students in Ireland regarding the potential of future technology
to replace or work alongside general practitioners (GPs) in performing key tasks.

Methods: Between March 2019 and April 2020, using a convenience sample, we conducted a mixed methods paper-based
survey of final-year medical students. The survey was administered at 4 out of 7 medical schools in Ireland across each of the 4
provinces in the country. Quantitative data were analyzed using descriptive statistics and nonparametric tests. We used thematic
content analysis to investigate free-text responses.

Results: In total, 43.1% (252/585) of the final-year students at 3 medical schools responded, and data collection at 1 medical
school was terminated due to disruptions associated with the COVID-19 pandemic. With regard to forecasting the potential impact
of artificial intelligence (AI)/ML on primary care 25 years from now, around half (127/246, 51.6%) of all surveyed students
believed the work of GPs will change minimally or not at all. Notably, students who did not intend to enter primary care predicted
that AI/ML will have a great impact on the work of GPs.

Conclusions: We caution that without a firm curricular foundation on advances in AI/ML, students may rely on extreme
perspectives involving self-preserving optimism biases that demote the impact of advances in technology on primary care on the
one hand and technohype on the other. Ultimately, these biases may lead to negative consequences in health care. Improvements
in medical education could help prepare tomorrow’s doctors to optimize and lead the ethical and evidence-based implementation
of AI/ML-enabled tools in medicine for enhancing the care of tomorrow’s patients.

(JMIR Med Educ 2023;9:e42639) doi: 10.2196/42639
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Introduction

Background
According to economists and futurists, traditional health care
will become increasingly disintermediated by innovations in
digital technology, including advances in artificial intelligence
(AI)/machine learning (ML) [1-3]. These views are also held
by many AI experts and health care informaticians, many of
whom are physicians, who predict that ongoing developments
in AI/ML will revolutionize the delivery of health care [4-7].
Moreover, digital innovations and AI/ML-enabled tools already
play roles in health care by helping patients to monitor and
manage their symptoms, supporting patient triage decisions via
chatbots, informing clinical decisions, offering treatment
recommendations via clinical decision support tools, and
supporting health care resource management [8]. Despite these
developments, in surveys, many medical professionals are
skeptical about the impact and value of digital and AI/ML tools
on their job, with surveyed physicians doubting the scope of
technological innovations to replace clinicians in fundamental
medical tasks [9-11]. Emerging surveys among students enrolled
in a range of health care training programs, including medicine,
dentistry, and clinical psychology, also revealed divergent
opinions about the impact of AI/ML on their chosen profession,
with participants reporting limited formal education on these
topics [12-18].

Objectives
We sought to explore the opinions of final-year medical students
in Ireland on the impact of future technology on the job of
general practitioners (GPs). We performed a brief scoping
review of the literature using the terms “artificial intelligence,”
“machine learning,” “education,” and “training” in the search
engines of PubMed and Google Scholar, and explored the grey
literature. Only a few surveys, which were conducted in Europe,
the United States, and South Korea, explored the attitudes of
medical or health care students about the encroachment of
AI/ML in medicine, and most were single-site studies [12-18].
Our objective was to explore the opinions of final-year medical
students across Ireland to obtain a better understanding of their
forecasts about the capacity of future technology to fully replace
or to partner with physicians in undertaking key components
of the work of GPs. In addition, our aim was to explore both
students’ longer-term predictions and comparatively shorter-term
forecasts (25 years from now) about how technology might
impact the work of GPs.

Methods

Study Population
Participants in this convenience sample paper-based survey
were final-year medical students at 4 of Ireland’s 7 medical
schools (after survey administration, in August 2021, a new 8th
medical school at the University of Ulster began enrolling

students). Using the study team’s contacts, we sought to
administer the survey in the country’s 4 geographical provinces.
Between April 2019 and March 2020, the anonymous survey
was distributed by lecturers after compulsory final-year classes
at each institution to increase responses.

Ethics Approval
Institutional review boards at University College Cork (protocol
#2018-188), National University of Ireland Galway (protocol
#19-Dec-15), Queen’s University Belfast (protocol #19.28),
and University College Dublin (protocol #LS-19-89) approved
the study at their respective sites. Participation was voluntary,
and all students who decided to participate provided written
consent.

Survey Instrument
The survey (Multimedia Appendix 1) was divided into 5 parts
(Sections A to E). Section A requested demographic
information. In Section B, the study team replicated and also
extended components of a survey instrument originally devised
to investigate the views of UK GPs about the potential impact
of technology on the primary care profession [9]. The survey
by Blease et al [9] formulated a generic list of tasks common
to primary care, including “analyze patient information to reach
diagnoses,” “analyze patient information to predict the likely
course of the patient’s illness,” “evaluate when to refer patients
to other health professionals,” “formulate personalized treatment
plans,” “provide empathic care to patients,” and “provide
documentation (eg, update medical records) about patients,”
and requested that respondents rate the likelihood of these tasks
being replaced by future technology. An additional goal was to
compare students’ responses with those in the original UK
survey.

Replicating the original survey, the first set of 6 survey items
in Section B opened with a brief statement: “Some people
believe that machine learning/artificial intelligence will lead to
significant changes in medical practice and that machines will
one day replace the work of physicians; others deny that new
technologies will ever have the capacity to replace this work.”
We then asked respondents their opinion on the likelihood that,
“future technology will be able to fully replace and not merely
aid human doctors in performing each task as well as or better
than the average GP.” Employing 4-level Likert items, we
included the following response options: “extremely unlikely,”
“unlikely,” “likely,” and “extremely likely.” Participants who
responded that replacement was “likely” or “very likely” were
asked a follow-up question about how soon in their estimation
would technology have the capacity to perform the task as well
as or better than the average GP, and were provided with a list
of 5 response options: “0-4 years from now,” “5-10 years from
now,” “11-25 years from now,” “26-50 years from now,” and
“more than 50 years from now.” In all closed-ended questions
in the survey, we avoided “don’t know,” “neutral,” or “no
opinion” options on the grounds that participants often conflate
these answers [19].
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The study team also extended and developed the original survey
instrument by asking students 2 additional questions in Section
B. One question was “In 25 years, of the following options, in
your opinion what is the likely impact of artificial
intelligence/machine learning on the work of GPs?” Students
were offered 1 of 4 response options: “no influence (GPs’ jobs
will remain unchanged),” “minimal influence (GPs’ jobs will
change slightly),” “moderate influence (GPs’ jobs will change
substantially),” and “extreme influence (GPs’ jobs will become
obsolete).” Participants who answered that there would be
minimal, moderate, or extreme influence were then asked the
following open comment box question: “Please briefly describe
the way(s) in which you believe artificial intelligence/machine
learning will change GPs’ jobs in the next 25 years.”

While Section B explored opinions about the potential
capabilities of future technology to fully replace GPs on specific
tasks, the aim of Section C was to explore students’views about
routine partnership between “man and machine,” that is, GPs
and digital tools, in performing various tasks in primary care.
Specifically, our aim was to explore students’ predictions about
the roles of technology in triage decisions, clinical decision
support, remote monitoring of symptoms, and patients’ access
to their records. Using a 6-point Likert scale we asked students
their level of agreement about the following 6 scenarios: “25
years from now…” (1) “…technology (eg, smartphone apps)
will be used to decide when patients need to see a GP,” (2)
“…GPs will routinely work in partnership with artificial
intelligence/machine learning to diagnose patients,” (3) “…GPs
will routinely work in partnership with artificial
intelligence/machine learning to determine the likely course of
a patient’s illness,” (4) “…GPs will routinely work in
partnership with artificial intelligence/machine learning to devise
patient treatment plans,” (5) “…remote monitoring of patients’
vital signs will be more common than in-person check-ups of
vital signs with GPs,” and (6) “… patients will have greater
access to their own medical records than they do today.”

Section D of the survey focused on students’ views about the
potential benefits and harms of AI/ML in medicine, and Section
E focused on students’ experiences and opinions about formal
teaching of AI/ML in their medical degree program. The results
of Section D will be published elsewhere, and the results of
Section E have now been published [20].

The survey was devised in consultation with Irish, British, and
American primary care physicians, and we piloted the survey
with physicians in Ireland and the United Kingdom (n=6), and
final-year medical students in the United Kingdom (n=5) to
ensure face validity. The feedback process was conducted via
one-on-one consultations involving think-aloud methods with
primary care physicians and medical students.

Data Analysis

Quantitative Component
After survey collection, quantitative survey responses were
entered into Excel (Microsoft Corp), and descriptive statistical
analysis was carried out using JASP (0.9.2; University of

Amsterdam) and SPSS (version 27; IBM Corp). CIs were
calculated using the package “REdaS” and function “freqCI,”
with the CI level set at 0.95. We used descriptive statistics to
examine students’ characteristics and their opinions about the
impact of future technology to replace the current tasks of GPs
in primary care, whether they believed AI/ML would impact
the work of GPs 25 years from now, and whether GPs would
routinely partner with AI/ML. For comparisons, students
intending to become GPs and internists were grouped together
as “planned nonspecialists,” while the remaining categories
were grouped together as “planned specialists.” We also
embedded into the survey the term “internists” (which is less
common in Ireland and the United Kingdom), as we anticipated
a high proportion of nonnative student respondents. Due to the
ordinal nature of the dependent variables, group comparisons
(across males versus females and planned specialists versus
planned nonspecialists) were performed using the
Mann-Whitney U test where the U value refers to the difference
in the summed ranks.

Qualitative Component
Survey responses were uploaded to the software QCAmap
(coUnity Software Development GmbH) for analysis. Thematic
content analysis was used to investigate students’ responses,
and transcripts were read by AK and CB to achieve
familiarization with the responses. Owing to limitations with
the data set (short phrases or fragments of sentences), full
thematic analysis was not applicable [21]. One coder (AK)
undertook the thematic analysis. A process was employed in
which brief descriptive labels (“codes”) were applied to
comments, and multiple codes were applied if comments
presented multiple meanings. Following this process, revisions
and refinements of codes were undertaken by CB, and AK and
CB met to discuss coding decisions. Afterwards, first-order
codes (“categories”) were grouped into second-order themes
based on commonality of meaning, and AK and CB met to
review and refine the final themes.

Results

Results of the Quantitative Survey

Survey Participants
Data collection at 1 medical school (University College Dublin)
was terminated in March 2020 because of teaching disruption
due to COVID-19, and survey data from this site was excluded
from the analysis. A total of 43.1% (252/585) of final-year
students across the 3 remaining medical schools responded (raw
data are presented in Multimedia Appendix 2). Among all
respondents, 62.6% (157/251) were female and 90.7% (223/246)
were born in 1992 or later (Table 1). Participants were nationally
diverse, with 57.9% (114/197) from Ireland, 12.2% (24/197)
from Malaysia, 12.7% (25/197) from the United Kingdom, and
8.1% (16/197) from Canada. Among the respondents, 69.9%
(165/236) identified as White and 27.1% (64/236) identified as
Asian. Almost half of all participants (116/247, 47.5%) planned
to specialize in general practice or internal medicine (Table 2).
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Table 1. Participant characteristics.

ValueCharacteristic

Gender (n=251), n (%)

157 (62.6)Female

94 (37.5)Male

1994.3 (2.6)Birth year, mean (SD)

Birth year groups (n=246), n (%)

5 (2.0)1980-1984

9 (3.5)1985-1989

76 (29.7)1990-1994

156 (60.9)1995-1999

Graduate-entry student (n=250), n (%)

55 (22.0)Yes

195 (78.0)No

Nationalitya (n=197), n (%)

24 (12.2)British/United Kingdomb

16 (8.1)Canadian

114 (57.9)Irish

25 (12.7)Malaysia

9 (4.6)Singapore

2 (1.0)Other: Africa

6 (3.0)Other: Asia

2 (1.0)Other: Europe

Race/ethnicity (n=236), n (%)

3 (1.2)Arab

64 (27.0)Asian

2 (0.9)Black

165 (69.9)White

2 (0.9)Multiracial

aNationality categories are not mutually exclusive. In addition, 1 student reported 2 nationalities.
bIncludes English and Welsh.
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Table 2. Planned medical specialty.

Value (N=247), n (%)Planned medical specialty

13 (5.3)Anesthetics

2 (0.8)Dermatology

2 (0.8)Elderly care or geriatrics

3 (1.2)Emergency medical services

116 (47.5)General practice/internal medicine

19 (7.8)General surgery

3 (1.2)Ophthalmology

31 (12.7)Other surgery specialty

7 (2.8)Obstetrics & gynecology

20 (8.2)Pediatrics

3 (1.2)Pathology (any subspecialty)

7 (2.8)Psychiatry

2 (0.8)Radiology

8 (3.2)Other

11 (4.4)Do not know/unsure

Work of GPs in the Long Term: Opinions About
Technological Replacement
Around two-thirds of participants (158/251, 62.9%) reported it
was “very unlikely” or “unlikely” that technology would ever
be able to fully replace GPs in reaching diagnoses (Table 3).
Among the remaining 37.1% (93/251) who thought it was
“likely” or “very likely,” only 22% (20/93) estimated that the

capacity for replacement would emerge in 0-10 years, with
many (38/93, 41%) estimating a time scale of 11-25 years (Table
4). Similarly, most participants (157/245, 64.1%) reported it
was “very unlikely” or “unlikely” that future technology would
be able to fully replace GPs in formulating personalized
treatment plans. Among those who believed this was likely or
very likely, however, 41% (36/87) estimated that the
technological capacity to do so would emerge in 11-25 years.

Table 3. Opinions about the likelihood of future technology replacing general practitioner tasks.

OpinionTask

Very likelyLikelyUnlikelyVery unlikely

95% CIaValue, n (%)95% CIaValue, n (%)95% CIaValue, n (%)95% CIaValue, n (%)

4.0-10.418 (7.2)24.2-35.575 (29.9)40.8-53.2118 (47.0)11.4-20.540 (15.9)1. Analyze patient information to reach
diagnoses (N=251)

4.7-11.520 (8.1)40.6-53.0116 (46.8)31.1-43.192 (37.1)4.7-11.520 (8.1)2. Analyze patient information to predict
the likely course of the patient’s illness
(N=248)

4.4-11.119 (7.7)34.9-47.2101 (41.1)34.5-46.8100 (40.7)6.7-14.426 (10.6)3. Evaluate when to refer patients to
other health professionals (N=246)

3.8-10.117 (6.9)23.3-34.771 (29.0)39.5-52.0112 (45.7)13.5-23.245 (18.4)4. Formulate personalized treatment
plans for patients (N=245)

0.0-1.21 (0.4)3.1-9.115 (6.1)14.9-24.849 (19.8)68.2-79.2182 (73.7)5. Provide empathetic care to patients
(N=247)

32.0-44.194 (38.1)41.5-54.0118 (47.8)7.4-15.328 (11.3)0.8-4.97 (2.8)6. Provide documentation (eg, update
medical records) about patients (N=247)

aLower bound CIs have been set to 0.
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Table 4. Opinions about time scale for technological capacity to emerge.

Time scaleaTask

>50 years26-50 years11-25 years5-10 years0-4 years

95% CIb
Value, n
(%)95% CIb

Value, n
(%)95% CIb

Value, n
(%)95% CIb

Value, n
(%)95% CIb

Value, n
(%)

3.7-15.79 (9.7)17.9-35.925 (26.9)30.9-50.938 (40.9)12.2-28.619 (20.4)0.0-5.12 (2.2)1. Analyze patient in-
formation to reach di-
agnoses (N=93)

8.6-20.420 (14.5)18.8-33.436 (26.1)30.3-46.553 (38.4)11.1-23.724 (17.4)0.5-6.75 (3.6)2. Analyze patient in-
formation to predict
the likely course of
the patient’s illness
(N=138)

1.1-8.86 (5.0)14.2-28.826 (21.5)31.0-48.448 (39.7)20.1-36.134 (28.1)1.6-9.97 (5.8)3. Evaluate when to
refer patients to other
health professionals
(N=121)

4.0-16.79 (10.3)6.6-21.012 (13.8)31.0-51.736 (41.4)18.2-37.024 (27.6)1.6-12.26 (6.9)4. Formulate personal-
ized treatment plans
for patients (N=87)

3.0-41.44 (22.2)21.5-67.48 (44.4)0.0-33.93 (16.7)0.0-33.93 (16.7)N/Ac0 (0)5. Provide empathetic
care to patients
(N=18)

0.6-5.06 (2.8)5.5-13.320 (9.3)17.7-29.050 (23.4)33.6-46.886 (40.2)18.6-30.152 (24.3)6. Provide documenta-
tion (eg, update medi-
cal records) about pa-
tients (N=214)

aParticipants were only asked to indicate time scale if they first indicated it was likely or very likely that future technology will fully replace human
doctors in each task as well as or better than the average general practitioner. As such, some data are not provided (missing n=159, 138, 121, 165, 234,
and 38 for tasks 1, 2, 3, 4, 5, and 6, respectively).
bLower bound CIs have been set to 0.
cN/A: not applicable.

Participants were divided about the technological capacity to
fully replace GPs regarding prognoses or referrals. For
prognoses and referrals, 54.9% (136/248) and 48.8% (120/246),
respectively, indicated replacement was “likely” or “very likely,”
and a majority of these participants believed that the timeframe
for this capacity for prognoses and referrals was 11-25 years
(53/128, 38.4% and 48/121, 39.7%, respectively). In contrast,
85.9% (212/247) predicted technology would be able to fully
replace GPs in undertaking documentation, and among them,
64.5% (138/214) predicted this capacity would emerge within
10 years. Finally, participants were least expectant about the
potential for technology to replace GPs in providing empathetic
care, with 93.5% (231/247) predicting this was “very unlikely”
or “unlikely.”

Work of GPs in 25 Years: Opinions About the Impact
of AI/ML
Around half of the surveyed students (127/246, 51.6%) believed
AI/ML would have a moderate or extreme influence on the work

of GPs in the next 25 years (Figure 1). Around 1 in 10 (25/246,
10.2%) believed it would have no influence, with the work of
GPs remaining unchanged.

When asked to reflect on what, specifically, might change 25
years from now, around one-third “moderately” or “strongly”
agreed that technology (eg, smartphone apps) would be used to
decide when patients need to see a GP (79/244, 32.2%), with
similar proportions predicting GPs would routinely work in
partnership with AI/ML to diagnose patients (90/244, 36.9%),
determine the likely course of a patient’s illness (90/244,
36.9%), or devise patient treatment plans (86/244, 35.2%)
(Figure 2). More than 4 in 10 (107/244, 43.9%) “moderately”
or “strongly” agreed that in 25 years from now, remote
monitoring of patients’ vital signs will be more common than
in-person check-ups of vital signs, with the majority (169/244,
69.3%) “moderately” or “strongly” agreeing patients will have
greater access to their own medical records than they do today.
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Figure 1. Predicted impact of artificial intelligence/machine learning on the work of general practitioners in the next 25 years. AI: artificial intelligence;
GP: general practitioner; ML: machine learning.

Figure 2. Predicted impact of artificial intelligence/machine learning on health care in the next 25 years. AI: artificial intelligence; GP: general
practitioner; ML: machine learning.

Correlates of Opinions
Male students in our sample rated it more likely that future
technology would fully replace GPs in undertaking diagnoses
(Mann-Whitney U=6137.5; P=.02), prognoses (U=5254;
P<.001), and empathy (U=6108; P=.02), compared with female
students. No other gender differences were observed in
participants’ forecasts. The likelihood of future technology
replacing GPs for referrals was rated higher by students who
planned to specialize in medical professions other than general
practice or internal medicine (“planned specialists”) than by
those who planned to enter primary care professions
(Mann-Whitney U=5501; P<.001). Similarly, making forecasts
about the impact of technology on the work of GPs 25 years
from now, planned specialists thought that AI/ML would have
a large impact (U=5972.5; P=.02), more strongly agreed that
technology would be routinely used to decide when patients
need to see a GP (U=5343; P=.001), and agreed that GPs would

routinely work in partnership with AI/ML to diagnose patients
(U=5445; P=.003) and determine the likely course of a patient’s
illness (U=5207; P<.001). Finally, compared with aspirant
nonspecialists, planned specialists more strongly predicted that
25 years from now, patients will have greater access to their
own medical records (U=5656.5; P=.01).

Results of the Qualitative Survey
In total, 60.7% (153/252) of students left comments describing
the ways in which they believed AI/ML will change the work
of GPs 25 years from now. Comments were short and had a
mean of 7.21 (SD 6.96) words. Following inductive analysis
(see above), 4 major themes emerged (see Textbox 1).
Illustrative examples of themes and categories are provided
below. For more elaborate comments, participant number,
gender, year of birth, and chosen medical specialty have been
mentioned (the latter information was provided by the
respondents).
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Textbox 1. Themes and categories.

Administrative effects

• Reduction/removal of administrative tasks and workload

• “Better administration culture”

• Greater efficiency of care

• Improved communication within health care

• Artificial intelligence/machine learning (AI/ML) will assist with documentation

• Increased use and/or quality of patient health records

Clinical judgement

AI/ML will …

• Triage

• Assist in diagnosis

• “There will be less expected of general practitioners (GPs)”

• Replace GPs

• Not replace GPs

• Assist decision-making

• Decrease error rate

Care management and access

AI/ML will …

• Assist in treatment and/or management

• Enable patient self-monitoring

• Increase telemedicine

• Monitor/analyze disease progression

• Assist medication prescribing

• Make some technologies more accessible

• Gather data outside consultation

• Introduce financial challenges

Relational aspects

AI/ML will …

• Increase time with patients

• Reduce time with patients

• Better human interaction

• Not replace empathy

• Not impact patient-doctor relationship

• Introduce ethical issues

• Not replace human interaction

• Impact patient-doctor relationship

Administrative Effects
Students envisaged changes to administrative work because of
AI/ML as having the biggest effect on the work of GPs, with
33.9% (108/319) of all coded passages belonging to this theme.
Two-thirds of the coded phrases within the theme described a

reduction or complete removal of administrative tasks and
workload (40/108, 37.0%), or assistance with documentation
(31/108, 28.7%). Students frequently forecasted “less
paperwork” and “easier paperwork” as likely, with some
comments suggesting AI/ML would reduce the time needed to
process documents requested by patients (eg, “sick letters” or
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“referral letters”). When predicting how technological
advancements would assist with documentation, few students
elaborated beyond describing it as “better” or “easier.” Some
examples referred to automation with respect to notetaking
(“automatic dictation instead of typed/written notes” [Participant
#165, female, born 1997, internal medicine specialty]) both for
referrals and appointment summaries.

Greater efficiency in care (22/108, 20.4%) was also a common
category within this theme. Students described several ways in
which they believed AI/ML “may streamline care” [Participant
#242, male, born 1993, psychiatry specialty], for example, by
optimizing resource allocation or the referral infrastructure:

Better links between primary and secondary care -
information from both will be better shared.
[Participant #230, female, born 1995, anesthetics
specialty]

Students also expected better time management as a result of
automation of simple tasks like filing referrals or reviewing
basic information from examinations, for example, “Gathering
and collating data will become easier and assist GPs in their
work.” [Participant #195, male, born 1996, general practice
specialty].

Improved use of patient health records was another category,
and students predicted AI/ML would provide easier access to
the records both among GPs and other specialists, as well as
assist in populating the records (“updating records and
summarizing consultation” [Participant #127]).

Clinical Judgment
A second major theme was clinical judgment (94/319, 29.5%
of all coded passages), which encompassed predictions about
how GPs’ clinical decision-making may be affected by AI/ML.
Assistance in diagnosis was a major concern among students,
with half (47/94, 50%) of the coded passages in this theme
describing various AI/ML applications. Students envisaged AI
algorithms that will provide “diagnosis based on symptom
consultation” [Participant #93, female, born 1996, general
practice specialty], particularly when it comes to dermatology,
hematology, radiology, and other medical imaging. Some
described a degree of sophistication:

data interpretation according to data banks may play
a larger role [Participant #207, female, born 1995,
internal medicine specialty]

providing differential diagnoses [Participant #56,
female, born 1996, other surgery specialty]

Others were more reserved and were more doubtful about the
impact of AI/ML:

In terms of diagnosis, medicine is as much an art as
a science. I find it difficult to believe that a computer
can appreciate the value of a clinical decision based
on observation and relationships with a patient.
[Participant #215, female, born 1995, internal
medicine specialty]

Predictions about the effects of AI/ML tools on decision-making
(10/94, 11%) and triage (15/94, 16%) were also common, and
forecasts included the idea that AI/ML might serve as support

tools for GPs by “reducing waiting lists,” “helping screen
patients,” or “reviewing appointments.” Some suggested that
in 25 years, “there will be less expected of GPs” [Participant
#19, male, born 1990, emergency medicine specialty], with
some disagreement on the scope of AI/ML to replace them
altogether. There were concerns that “GPs could be entirely
supplanted by artificial technology in 25 years” [Participant
#167, male, born 1996, internal medicine specialty], which may
lead to a “lack of jobs” [Participant #163, male, born 1995,
obstetrics specialty]. One student perceived developments in
AI/ML as a threat to the GP profession only:

In terms of providing empathy or communicating
directly with patients, nurse practitioners are already
a less expensive and equally as knowledgeable
alternative to GPs that could work in tandem with AI
to render the GP entirely obsolete. [Participant #167,
male, born 1996, internal medicine specialty]

A few believed that technology will, in the words of 1
participant, “function as an adjunct rather than replacement”
[Participant #166, female, born 1997, anesthetics specialty].

Care Management and Access
Another theme was care management and access (94/319, 29.5%
of all coded passages). Within it, the leading prediction was
that AI/ML would aid in treatment or management (34/94, 36%)
of care, including “formulating treatment plans” and “referral
pathway suggestions.” Some were cautious, limiting their
predictions to “simple conditions, eg, common cold” [Participant
#162, female, born 1996, psychiatry specialty], while others
saw significant potential. One student mentioned that AI/ML
“could help organize patients’ treatment regime based on
multiple factors such as compliance” [Participant #186, female,
born 1995, general surgery specialty]. Medication prescribing
was also perceived as likely to be impacted by AI/ML (29/94,
31%). From automatic prescribing and renewal to
contraindication analysis and error detection, students commonly
forecasted a role for AI/ML in medication management. Several
commenters predicted timely personalized prescribing based
on “test results,” “guidelines,” and “adverse effects reviews.”

Predictions about approaches to treatments enabled by
technology were further reflected in the category
monitoring/analysis of disease progression (10/94, 11%). Patient
“disease course prediction” was expected to be supplemented
through “vitals and timeline analysis” enabled by AI/ML
advances. Remote health care tools were also referenced (5/94,
5%) via “pre-examination before consultation” [Participant #23,
female, born 1994, general medicine specialty] and patient
self-monitoring (3/94, 3%). Only a few comments (7/94, 8%)
discussed telemedicine, forecasting “less in-person visits”
[Participant #171, female, born 1997, pediatrics specialty] and
“video consultations” [Participant #229, female, born 1991,
general medicine specialty]. Similarly, a minority (4/94, 4%)
considered that the implementation of AI/ML would make care
more accessible 25 years from now, though some believed it
would also introduce financial challenges.
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Relational Aspects
The smallest emergent theme encompassed the impact of AI/ML
on relational aspects of care (23/319, 7.2% of all coded
passages), which focused on opinions about how technology
might change the patient-GP relationship. Within this theme,
students were divided about whether technological
advancements might increase (3/23, 13%) or decrease (4/23,
17%) time spent with patients. Students, however, were skeptical
about the replacement of human interactions by AI/ML within
25 years, particularly regarding empathy provided by GPs:

Machines will perform logical work whereas GPs
would manage the humanity side of the medical work,
ie, empathy, support, encouragement. [Participant
#154, male, born 1995, hospital management
specialty]

Students described the patient-doctor relationship as follows:
“key importance for patients’ benefit and it is therapeutic”
[Participant #114, female, born 1993, unsure about specialty],
with only 2 (9%) respondents predicting it could be enhanced
through advances in AI/ML. Only 1 person (4%) predicted a
negative relational effect of AI/ML stating “poor rapport”
[Participant #189, male, born 1997, internal medicine specialty].
A similar minority (4/23, 17%) of codes pertained to the ethical
implications of adopting AI/ML in health care. Only 1 (4%)
participant described concerns about patients’ privacy as a
consequence of AI/ML innovations.

Discussion

Summary of the Major Findings
Few studies have explored the views of medical students about
how AI/ML will impact the future of their job. This mixed
methods study specifically explored forecasts of final-year Irish
medical students about how future technology might influence
the work of GPs. When requested to forecast the impact of
AI/ML on the work of GPs 25 years from now, students were
divided, with around half of all surveyed students believing the
work of GPs will change minimally or not at all. Notably,
students who did not intend to enter primary care predicted that
AI/ML would have greater impact.

With regard to specific tasks, around one-third of students
moderately or strongly agreed that 25 years from now,
technology (eg, smartphone apps) would be used to decide when
patients need to see a GP. Similarly, around one-third
moderately or strongly agreed that GPs would routinely work
in partnership with AI/ML to diagnose patients, determine the
likely course of a patient’s illness (“prognosis”), or devise
patient treatment plans. About 4 in 10 students moderately or
strongly agreed that 25 years from now, remote monitoring of
patients’ vital signs would be more common than in-person
check-ups for vital signs, with 7 in 10 students agreeing that
patients would have greater access to their medical records.
Again, students who did not intend to enter primary care were
more likely to forecast that AI/ML would impact key aspects
of the work of GPs, including formation of decisions about
when patients should see GPs, assisting GPs in diagnoses and

prognoses, and helping patients obtain greater access to their
medical records.

Results from the qualitative section of the survey supported and
partially elaborated on these predictions. The dominant
perspective was that 25 years from now, there would be a
reduction in GPs’ workloads with less paperwork and greater
efficiency in primary care. Other common themes encompassed
forecasts that AI/ML-enabled tools would aid clinical judgment
but only for a narrow range of symptoms, mostly pertaining to
imagery. Another theme was the potential for AI/ML to aid
with treatment and care management, including automatic
prescribing. Fewer students envisaged a role for AI/ML in
patient self-monitoring, and only a minority predicted an
increase in telemedicine or patient access to health care.
Although participants were divided about whether AI/ML might
have an impact on the time GPs would spend with patients,
most were skeptical about whether technological tools could
ever replace the empathy provided by GPs.

Offering forecasts on the capacity for future technology to fully
replace core aspects of the job, around 2 in 3 students believed
it is unlikely or very unlikely that GPs would ever be fully
replaced by AI/ML tools in performing diagnoses or formulating
personalized treatment plans for patients. Students were split
over whether prognoses or triage could ever be fully replaced.
Consistent with the qualitative component, however, students
were most skeptical about the scope of future technology to
replace GPs in providing empathic care, with more than 9 in 10
predicting this was unlikely or very unlikely. In contrast and in
keeping with predictions about the impact of technology over
the next 25 years, students were most expectant about the scope
of future technology to fully replace GPs in undertaking the
role of documentation, with more than 8 in 10 believing this
was likely or very likely. Among them, around 2 in 3 predicted
this would happen in the next 10 years. Finally, we also found
correlations between gender and students’ opinions, with male
respondents more likely to believe future technology would
fully replace GPs in undertaking diagnostics and prognostics,
and in the provision of empathy. Students who did not intend
to enter primary care professions were more likely to believe
GPs would be replaced by future technology in making referral
decisions to other specialists.

The results of this study mirror other recent medical student
and GP surveys, which demonstrated a wide range of opinions
among participants about the impact of AI/ML on health
professions [14,17,18]. Conspicuously, students’opinions about
the prospects for technology to fully replace various primary
care tasks revealed some similarities but also intriguing
differences with the findings in a recent survey conducted with
GPs in the United Kingdom [9]. Final-year medical students in
Ireland and experienced GPs offered similar predictions about
the capacity for future technology to replace GPs in key tasks;
however, students tended to be more cautious and conservative
in their estimations of time scales for when AI/ML advances
might arise. Although these divergences might be associated
with sampling effects, we noted that the original UK GP study
[9] reported a weak correlation between respondent age and
opinions, with younger GPs more skeptical about the imminence
of technological advances.
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The reasons behind associations between younger
age/inexperience and relative technoskepticism are not fully
understood, though 2 hypotheses might be considered. First, it
is reasonable to hypothesize that, compared with established
GPs, younger respondents may be more AI/ML savvy and less
susceptible to hype about AI/ML, and as a result, they may be
more reserved in their forecasts. However, a growing number
of student surveys now indicate that there is scarce formal
training in AI/ML in medical schools [12-18,20]. Indeed, in
previously published findings that emerged from the present
survey, 4 in 10 final-year students reported that they had not
heard of the term “machine learning,” with 2 in 3 reporting
spending no time learning about AI/ML during the entire period
of their medical degree [20]. Therefore, it is unlikely that greater
awareness about technology influenced comparatively more
conservative predictions among our student respondents. A
second and more plausible hypothesis is that younger
age/inexperience and technoskepticism might be associated
with well-documented optimism bias, which is the tendency of
people to believe that they will not be affected by negative
events. In short, student participants may be susceptible to
interpreting information on AI/ML in ways that support the
prospects of their own long-term career in medicine. Tentative
support for this hypothesis comes from differences in opinions
related to students’ choices of medical specialty, with those
intending to enter primary care less likely to believe AI/ML
would impact the work of GPs. Further support comes from the
finding that students predicted that the administrative burdens
of updating documentation would be outsourced to technology.

Like other studies, including those among psychiatrists [10],
male respondents were more likely to predict that future
technology will be able to fully replace GPs in some key tasks.
The reasons for this difference are not fully understood, though
findings from social psychology demonstrate sex differences
when it comes to risk aversion [22]. It may be that males are
slightly less cautious on average compared with females in
offering professionally threatening predictions. It is worth
emphasizing, however, that other surveys have not reported
gender differences [9]. Only one-third of our respondents were
male. For many years in Ireland, there has been a trend of more
male medical students than female medical students [23].
Therefore, it is possible that gender disparities in respondents’
opinions in the present study might have been an artifact of
sampling limitations.

We also observed contrastive predictions among our students
compared with informaticians and other experts working in
health care AI/ML and related fields. A Delphi poll of
international health informatics experts reported consensus that
in 10 years (by 2029), advances in AI/ML would prompt
workforce changes within primary care, with a shift toward
computing and engineering in the educational backgrounds of
students entering medical school, and increasing demands on
students to work with AI/ML-enabled tools in health care [24].
In contrast, when asked to reflect on what might change 25
years from now, a minority of students forecasted that GPs
would partner with AI/ML tools in supporting clinical
decision-making. However, such advances are already
underway. In countries with electronic health records (EHRs)

in primary care, the availability and uptake of clinical decision
support systems, which are tools that link patients’ personal
information held in EHRs to clinical software to inform
patient-specific assessments or recommendations, appear to be
widespread [25]. These tools are being increasingly powered
by ML, and they use computerized reminders, alerts, and
prompts linked to patients’ electronic records to help inform
recommendations. Prescription alerts, for example, warn doctors
about harmful dosing or risks of drug interactions, and clinical
decision support systems have the potential to help standardize
guideline adherence, and support diagnostic and prognostic
decisions [26].

Other predictions associated with access to primary care and
patient management of their care also diverged from expert
predictions and current trends. For example, when asked to
predict what might change 25 years from now, a minority of
students agreed that technology, such as smartphone apps, would
be routinely used to decide when patients need to see a GP, a
finding supported by qualitative analysis. Although partly
accelerated by COVID-19 and stay-at-home measures, so-called
“digital first” gateways to online triage, such as AskMyGP,
Engage Consult, and eConsult in the United Kingdom, are being
increasingly adopted in primary care [27]. Although these
systems are implemented with the goal of mitigating increased
work burdens, it is important to note that there is scarce evidence
such systems, as currently embedded into work practices, do in
fact improve efficiencies, and they may even exacerbate
pressures on physicians by identifying greater patient needs
[28,29]. It is worth emphasizing, however, that predictions about
increasing implementation of AI/ML tools in medicine are not
the same as gauging views about their adequacy, safety, or ease
of use, especially with respect to integration into GPs’
workflows. Notwithstanding, students’ predictions did appear
to contrast with growing prepandemic secular trends.

A larger proportion (107/244, 43.9%) of students, though still
a minority, moderately or strongly agreed that remote monitoring
of vital signs will be more common than in-person check-ups
in the near future. Nonetheless, few students elaborated on this
in the qualitative section of the survey. Although students could
not have predicted how the pandemic would catalyze an uptick
in telemedicine, including the use of electronic communication
to track, monitor, or manage symptoms or chronic conditions
[30], interest and uptake in remote patient monitoring has grown
in recent years [31,32]. Increasingly via smartphone photos,
blood pressure cuffs, heart rate monitors, portable
electrocardiography systems, and a host of other devices,
patients can manage their health from their home with real-time
readings relayed instantly to the patients and the clinical team.
Moreover, there is evidence that so-called mobile health may
improve precision [33-36] while driving down health care
expenditure, including hidden travel costs, related to in-person
appointments [37-39].

Finally, 1 prediction was fully in line with recent health care
developments. Almost all students expected that access to
medical records would increase in the next 25 years. Currently,
in around 20 countries, including Australia, Canada, the Nordic
countries, and the United States, patients are offered rapid online
access to at least some of their EHRs, a practice that is growing.
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Strengths and Limitations
A major strength was soliciting the opinions of a diverse range
of medical students from institutions in geographically
distinctive regions of Ireland. The survey offered insights into
students’ forecasts about the potential impact of technology on
the work of GPs both in the medium term during their own
career span and in the longer term with regard to replacement
of doctors. Going further than other investigations [9], the
present study examined students’ views about the likelihood of
full technological replacement of GPs in specific core roles
while also examining participants’ predictions about the extent
to which GPs might partner with machines in a variety of tasks.
Combined with the mixed methods approach, the study
permitted more nuanced students’ opinions about the impact of
AI/ML on the work of GPs.

The survey has several limitations. We used a nonprobability
convenience sample, limiting generalizations about the opinions
of all final-year medical students in Ireland. In addition, the
moderate response rate (43%) raises questions about
representativeness, though this is a very strong response rate
for survey research where participants do not receive
compensation. It is also unknown whether the decision to
complete the survey was influenced by prior awareness about
AI/ML or whether response biases were influenced by
participants who were more enthusiastic or more skeptical about
the effects of AI/ML on primary care. Because of the limitations
of open comment boxes, participants’ responses were often
vague or truncated, and it was not possible to probe the views
of students in depth. The survey was administered prior to the
COVID-19 pandemic, which has been associated with
considerable developments and attention regarding the role of
AI/ML-enabled tools in digital epidemiology and public health.
Conceivably, if the survey had been undertaken after the
pandemic, participants’views might have differed. Nonetheless,
to date, no medical school included in this survey has modified
their curriculum to include greater education about AI/ML.

Further survey research and curricular analyses could explore
the extent to which medical students receive training about
existing clinical decision support tools and their implementation
in clinical work. Qualitative research methods, such as
interviews and focus groups, could provide more nuanced
findings on aspects of students’ views and understanding about
the impact of AI/ML on medicine. Finally, future studies could
explore the views of medical faculty about the impact of
AI/ML-enabled tools on medicine, including their awareness,
understanding, and appreciation of the scope for these
applications and limitations associated with these applications.
Such work might help illuminate potential obstacles to curricular
advancement on these topics within medical education.

Conclusions
This mixed methods survey provides insights into what
final-year medical students in Ireland think about the impact of
AI/ML on primary care. A broad spread of opinions was
apparent, with many forecasts contrasting with the considered
opinions of health informaticists. Ireland is ranked as a leading
technology capital in Europe [40], with the fastest growing
technology workforce on the continent [41]. This survey
combined with previously published findings [20] suggests that
training regarding AI/ML in Irish medical education may be
lagging behind advances in the field. We caution that without
a firm curricular foundation on advances in AI/ML, students
may rely on extreme perspectives involving self-preserving
optimism biases that demote the impact of advances in
technology on their choice of specialty on the one hand and
technohype on the other. Ultimately, these biases may lead to
negative consequences in health care. Improvements in medical
education could help prepare tomorrow’s doctors to optimize
and lead the ethical and evidence-based implementation of
AI/ML-enabled tools in medicine for enhancing the care of
tomorrow’s patients.

Acknowledgments
The authors thank Dr Cliona McGovern for assisting with data gathering prior to the termination of the study at University College
Dublin due to COVID-19, and Drs Catherine DesRoches, John Halamka, and John Kelley for early discussions about the content
of the survey.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Medical school student survey.
[DOCX File , 91 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Raw study data.
[XLSX File (Microsoft Excel File), 61 KB-Multimedia Appendix 2]

References

JMIR Med Educ 2023 | vol. 9 | e42639 | p. 12https://mededu.jmir.org/2023/1/e42639
(page number not for citation purposes)

Blease et alJMIR MEDICAL EDUCATION

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=mededu_v9i1e42639_app1.docx&filename=b19cb440450283d6edeb8bdb08736282.docx
https://jmir.org/api/download?alt_name=mededu_v9i1e42639_app1.docx&filename=b19cb440450283d6edeb8bdb08736282.docx
https://jmir.org/api/download?alt_name=mededu_v9i1e42639_app2.xlsx&filename=cd73aac9ae6593d578afe543669b0670.xlsx
https://jmir.org/api/download?alt_name=mededu_v9i1e42639_app2.xlsx&filename=cd73aac9ae6593d578afe543669b0670.xlsx
http://www.w3.org/Style/XSL
http://www.renderx.com/


1. Frey CB, Osborne MA. The future of employment: How susceptible are jobs to computerisation? Technological Forecasting
and Social Change 2017 Jan;114:254-280. [doi: 10.1016/j.techfore.2016.08.019]

2. Susskind D. A world without work: Technology, automation, and how we should respond. London, England: Penguin UK;
2020.

3. Susskind R, Susskind D. The future of the professions: How technology will transform the work of human experts. Oxford,
United Kingdom: Oxford University Press; 2015.

4. Mandl KD, Bourgeois FT. The evolution of patient diagnosis: From art to digital data-driven science. JAMA 2017 Nov
21;318(19):1859-1860. [doi: 10.1001/jama.2017.15028] [Medline: 29075757]

5. Darcy AM, Louie AK, Roberts LW. Machine learning and the profession of medicine. JAMA 2016 Feb 09;315(6):551-552.
[doi: 10.1001/jama.2015.18421] [Medline: 26864406]

6. Topol E. Deep medicine: How artificial intelligence can make healthcare human again. New York, NY: Basic Books; 2019.
7. Obermeyer Z, Emanuel EJ. Predicting the future — Big data, machine learning, and clinical medicine. N Engl J Med 2016

Sep 29;375(13):1216-1219. [doi: 10.1056/nejmp1606181]
8. Cerrato P, Halamka J. Reinventing clinical decision support: Data analytics, artificial intelligence, and diagnostic reasoning.

New York, NY: Taylor & Francis; 2020.
9. Blease C, Bernstein MH, Gaab J, Kaptchuk TJ, Kossowsky J, Mandl KD, et al. Computerization and the future of primary

care: A survey of general practitioners in the UK. PLoS One 2018 Dec 12;13(12):e0207418 [FREE Full text] [doi:
10.1371/journal.pone.0207418] [Medline: 30540791]

10. Doraiswamy P, Blease C, Bodner K. Artificial intelligence and the future of psychiatry: Insights from a global physician
survey. Artif Intell Med 2020 Jan;102:101753. [doi: 10.1016/j.artmed.2019.101753] [Medline: 31980092]

11. Blease C, Locher C, Leon-Carlyle M, Doraiswamy M. Artificial intelligence and the future of psychiatry: Qualitative
findings from a global physician survey. Digit Health 2020;6:2055207620968355 [FREE Full text] [doi:
10.1177/2055207620968355] [Medline: 33194219]

12. Blease C, Kharko A, Annoni M, Gaab J, Locher C. Machine learning in clinical psychology and psychotherapy education:
A mixed methods pilot survey of postgraduate students at a Swiss university. Front Public Health 2021;9:623088 [FREE
Full text] [doi: 10.3389/fpubh.2021.623088] [Medline: 33898374]

13. Yüzbaşıoğlu E. Attitudes and perceptions of dental students towards artificial intelligence. J Dent Educ 2021 Jan
26;85(1):60-68. [doi: 10.1002/jdd.12385] [Medline: 32851649]

14. Wood EA, Ange BL, Miller DD. Are we ready to integrate artificial intelligence literacy into medical school curriculum:
Students and faculty survey. J Med Educ Curric Dev 2021 Jun 23;8:23821205211024078 [FREE Full text] [doi:
10.1177/23821205211024078] [Medline: 34250242]

15. Cho S, Han B, Hur K, Mun J. Perceptions and attitudes of medical students regarding artificial intelligence in dermatology.
J Eur Acad Dermatol Venereol 2021 Jan 03;35(1):e72-e73. [doi: 10.1111/jdv.16812] [Medline: 32852856]

16. Sit C, Srinivasan R, Amlani A, Muthuswamy K, Azam A, Monzon L, et al. Attitudes and perceptions of UK medical
students towards artificial intelligence and radiology: a multicentre survey. Insights Imaging 2020 Feb 05;11(1):14 [FREE
Full text] [doi: 10.1186/s13244-019-0830-7] [Medline: 32025951]

17. Pinto Dos Santos D, Giese D, Brodehl S, Chon SH, Staab W, Kleinert R, et al. Medical students' attitude towards artificial
intelligence: a multicentre survey. Eur Radiol 2019 Apr 6;29(4):1640-1646. [doi: 10.1007/s00330-018-5601-1] [Medline:
29980928]

18. Machleid F, Kaczmarczyk R, Johann D, Balčiūnas J, Atienza-Carbonell B, von Maltzahn F, et al. Perceptions of digital
health education among European medical students: Mixed methods survey. J Med Internet Res 2020 Aug 14;22(8):e19827
[FREE Full text] [doi: 10.2196/19827] [Medline: 32667899]

19. Armstrong R. The midpoint on a five-point Likert-type scale. Percept Mot Skills 2016 Aug 31;64(2):359-362. [doi:
10.2466/pms.1987.64.2.359]

20. Blease C, Kharko A, Bernstein M, Bradley C, Houston M, Walsh I, et al. Machine learning in medical education: a survey
of the experiences and opinions of medical students in Ireland. BMJ Health Care Inform 2022 Feb;29(1):e100480 [FREE
Full text] [doi: 10.1136/bmjhci-2021-100480] [Medline: 35105606]

21. Marks DF, Yardley L. Content and Thematic Analysis. In: Research Methods for Clinical and Health Psychology. Thousand
Oaks, CA: SAGE Publications; 2004.

22. Blease C, Kharko A, Locher C, DesRoches C, Mandl K. US primary care in 2029: A Delphi survey on the impact of machine
learning. PLoS One 2020;15(10):e0239947 [FREE Full text] [doi: 10.1371/journal.pone.0239947] [Medline: 33031411]

23. Jing X, Himawan L, Law T. Availability and usage of clinical decision support systems (CDSSs) in office-based primary
care settings in the USA. BMJ Health Care Inform 2019 Dec 08;26(1):e100015 [FREE Full text] [doi:
10.1136/bmjhci-2019-100015] [Medline: 31818828]

24. Bright T, Wong A, Dhurjati R, Bristow E, Bastian L, Coeytaux R, et al. Effect of clinical decision-support systems: a
systematic review. Ann Intern Med 2012 Jul 03;157(1):29-43 [FREE Full text] [doi:
10.7326/0003-4819-157-1-201207030-00450] [Medline: 22751758]

25. Digital First Primary Care. NHS England. URL: https://www.england.nhs.uk/gp/digital-first-primary-care/ [accessed
2023-01-23]

JMIR Med Educ 2023 | vol. 9 | e42639 | p. 13https://mededu.jmir.org/2023/1/e42639
(page number not for citation purposes)

Blease et alJMIR MEDICAL EDUCATION

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.techfore.2016.08.019
http://dx.doi.org/10.1001/jama.2017.15028
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29075757&dopt=Abstract
http://dx.doi.org/10.1001/jama.2015.18421
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26864406&dopt=Abstract
http://dx.doi.org/10.1056/nejmp1606181
https://dx.plos.org/10.1371/journal.pone.0207418
http://dx.doi.org/10.1371/journal.pone.0207418
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30540791&dopt=Abstract
http://dx.doi.org/10.1016/j.artmed.2019.101753
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31980092&dopt=Abstract
https://journals.sagepub.com/doi/abs/10.1177/2055207620968355?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/2055207620968355
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33194219&dopt=Abstract
https://europepmc.org/abstract/MED/33898374
https://europepmc.org/abstract/MED/33898374
http://dx.doi.org/10.3389/fpubh.2021.623088
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33898374&dopt=Abstract
http://dx.doi.org/10.1002/jdd.12385
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32851649&dopt=Abstract
https://journals.sagepub.com/doi/abs/10.1177/23821205211024078?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.1177/23821205211024078
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34250242&dopt=Abstract
http://dx.doi.org/10.1111/jdv.16812
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32852856&dopt=Abstract
https://europepmc.org/abstract/MED/32025951
https://europepmc.org/abstract/MED/32025951
http://dx.doi.org/10.1186/s13244-019-0830-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32025951&dopt=Abstract
http://dx.doi.org/10.1007/s00330-018-5601-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29980928&dopt=Abstract
https://www.jmir.org/2020/8/e19827/
http://dx.doi.org/10.2196/19827
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32667899&dopt=Abstract
http://dx.doi.org/10.2466/pms.1987.64.2.359
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=35105606
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=35105606
http://dx.doi.org/10.1136/bmjhci-2021-100480
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35105606&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0239947
http://dx.doi.org/10.1371/journal.pone.0239947
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33031411&dopt=Abstract
https://informatics.bmj.com/lookup/pmidlookup?view=long&pmid=31818828
http://dx.doi.org/10.1136/bmjhci-2019-100015
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31818828&dopt=Abstract
https://www.acpjournals.org/doi/abs/10.7326/0003-4819-157-1-201207030-00450?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub  0pubmed
http://dx.doi.org/10.7326/0003-4819-157-1-201207030-00450
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22751758&dopt=Abstract
https://www.england.nhs.uk/gp/digital-first-primary-care/
http://www.w3.org/Style/XSL
http://www.renderx.com/


26. Banks J, Farr M, Salisbury C, Bernard E, Northstone K, Edwards H, et al. Use of an electronic consultation system in
primary care: a qualitative interview study. Br J Gen Pract 2017 Nov 06;68(666):e1-e8. [doi: 10.3399/bjgp17x693509]

27. Farr M, Banks J, Edwards H, Northstone K, Bernard E, Salisbury C, et al. Implementing online consultations in primary
care: a mixed-method evaluation extending normalisation process theory through service co-production. BMJ Open 2018
Mar 19;8(3):e019966 [FREE Full text] [doi: 10.1136/bmjopen-2017-019966] [Medline: 29555817]

28. Atherton H, Brant H, Ziebland S, Bikker A, Campbell J, Gibson A, et al. Alternatives to the face-to-face consultation in
general practice: focused ethnographic case study. Br J Gen Pract 2018 Jan 29;68(669):e293-e300. [doi:
10.3399/bjgp18x694853]

29. Friedman AB, Gervasi S, Song H, Bond AM, Chen AT, Bergman A, et al. Telemedicine catches on: changes in the utilization
of telemedicine services during the COVID-19 pandemic. Am J Manag Care 2022 Jan 01;28(1):e1-e6 [FREE Full text]
[doi: 10.37765/ajmc.2022.88771] [Medline: 35049260]

30. Barnett M, Huskamp H. Telemedicine for mental health in the United States: Making progress, still a long way to go.
Psychiatr Serv 2020 Feb 01;71(2):197-198 [FREE Full text] [doi: 10.1176/appi.ps.201900555] [Medline: 31847735]

31. Barnett ML, Huskamp HA, Busch AB, Uscher-Pines L, Chaiyachati KH, Mehrotra A. Trends in outpatient telemedicine
utilization among rural medicare beneficiaries, 2010 to 2019. JAMA Health Forum 2021 Oct 15;2(10):e213282 [FREE
Full text] [doi: 10.1001/jamahealthforum.2021.3282] [Medline: 35977168]

32. Kitsiou S, Paré G, Jaana M, Gerber B. Effectiveness of mHealth interventions for patients with diabetes: An overview of
systematic reviews. PLoS One 2017 Mar 1;12(3):e0173160 [FREE Full text] [doi: 10.1371/journal.pone.0173160] [Medline:
28249025]

33. Cui M, Wu X, Mao J, Wang X, Nie M. T2DM self-management via smartphone applications: A systematic review and
meta-analysis. PLoS One 2016 Nov 18;11(11):e0166718 [FREE Full text] [doi: 10.1371/journal.pone.0166718] [Medline:
27861583]

34. Banegas JR, Ruilope LM, de la Sierra A, Vinyoles E, Gorostidi M, de la Cruz JJ, et al. Relationship between clinic and
ambulatory blood-pressure measurements and mortality. N Engl J Med 2018 Apr 19;378(16):1509-1520. [doi:
10.1056/nejmoa1712231]

35. Miller JC, Skoll D, Saxon LA. Home monitoring of cardiac devices in the era of COVID-19. Curr Cardiol Rep 2020 Nov
20;23(1):1 [FREE Full text] [doi: 10.1007/s11886-020-01431-w] [Medline: 33216256]

36. Jennett P, Affleck Hall L, Hailey D, Ohinmaa A, Anderson C, Thomas R, et al. The socio-economic impact of telehealth:
a systematic review. J Telemed Telecare 2003;9(6):311-320. [doi: 10.1258/135763303771005207] [Medline: 14680514]

37. Reed ME, Huang J, Graetz I, Lee C, Muelly E, Kennedy C, et al. Patient characteristics associated with choosing a
telemedicine visit vs office visit with the same primary care clinicians. JAMA Netw Open 2020 Jun 01;3(6):e205873 [FREE
Full text] [doi: 10.1001/jamanetworkopen.2020.5873] [Medline: 32585018]

38. Dullet NW, Geraghty EM, Kaufman T, Kissee JL, King J, Dharmar M, et al. Impact of a university-based outpatient
telemedicine program on time savings, travel costs, and environmental pollutants. Value Health 2017 Apr;20(4):542-546
[FREE Full text] [doi: 10.1016/j.jval.2017.01.014] [Medline: 28407995]

39. Jacobs J, Hu J, Slightam C, Gregory A, Zulman D. Virtual savings: Patient-reported time and money savings from a VA
national telehealth tablet initiative. Telemed J E Health 2020 Sep;26(9):1178-1183. [doi: 10.1089/tmj.2019.0179] [Medline:
31880502]

40. Hannon P. This Economy Grew Faster Than China’s Thanks to Big Tech, Pharma. The Wall Street Journal. URL: https:/
/www.wsj.com/articles/this-economy-grew-faster-than-china-thanks-to-big-tech-pharma-11614951060 [accessed 2023-01-23]

41. Darmody J. These Irish locations ranked as ‘Tech Cities of the Future’ for 2021. Silicon Republic. URL: https://www.
siliconrepublic.com/start-ups/dublin-cork-belfast-europe-tech-cities [accessed 2023-01-23]

Abbreviations
AI: artificial intelligence
EHR: electronic health record
GP: general practitioner
ML: machine learning

JMIR Med Educ 2023 | vol. 9 | e42639 | p. 14https://mededu.jmir.org/2023/1/e42639
(page number not for citation purposes)

Blease et alJMIR MEDICAL EDUCATION

XSL•FO
RenderX

http://dx.doi.org/10.3399/bjgp17x693509
https://bmjopen.bmj.com/lookup/pmidlookup?view=long&pmid=29555817
http://dx.doi.org/10.1136/bmjopen-2017-019966
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29555817&dopt=Abstract
http://dx.doi.org/10.3399/bjgp18x694853
https://www.ajmc.com/pubMed.php?pii=88771
http://dx.doi.org/10.37765/ajmc.2022.88771
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35049260&dopt=Abstract
https://europepmc.org/abstract/MED/31847735
http://dx.doi.org/10.1176/appi.ps.201900555
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31847735&dopt=Abstract
https://europepmc.org/abstract/MED/35977168
https://europepmc.org/abstract/MED/35977168
http://dx.doi.org/10.1001/jamahealthforum.2021.3282
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35977168&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0173160
http://dx.doi.org/10.1371/journal.pone.0173160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28249025&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0166718
http://dx.doi.org/10.1371/journal.pone.0166718
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27861583&dopt=Abstract
http://dx.doi.org/10.1056/nejmoa1712231
https://europepmc.org/abstract/MED/33216256
http://dx.doi.org/10.1007/s11886-020-01431-w
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33216256&dopt=Abstract
http://dx.doi.org/10.1258/135763303771005207
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=14680514&dopt=Abstract
https://europepmc.org/abstract/MED/32585018
https://europepmc.org/abstract/MED/32585018
http://dx.doi.org/10.1001/jamanetworkopen.2020.5873
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32585018&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1098-3015(17)30083-9
http://dx.doi.org/10.1016/j.jval.2017.01.014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28407995&dopt=Abstract
http://dx.doi.org/10.1089/tmj.2019.0179
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31880502&dopt=Abstract
https://www.wsj.com/articles/this-economy-grew-faster-than-china-thanks-to-big-tech-pharma-11614951060
https://www.wsj.com/articles/this-economy-grew-faster-than-china-thanks-to-big-tech-pharma-11614951060
https://www.siliconrepublic.com/start-ups/dublin-cork-belfast-europe-tech-cities
https://www.siliconrepublic.com/start-ups/dublin-cork-belfast-europe-tech-cities
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by G Eysenbach, T Leung, N Zary; submitted 13.09.22; peer-reviewed by B McMillan, JX Li, M Kapsetaki; comments to author
25.11.22; revised version received 14.12.22; accepted 15.01.23; published 20.03.23

Please cite as:
Blease C, Kharko A, Bernstein M, Bradley C, Houston M, Walsh I, D Mandl K
Computerization of the Work of General Practitioners: Mixed Methods Survey of Final-Year Medical Students in Ireland
JMIR Med Educ 2023;9:e42639
URL: https://mededu.jmir.org/2023/1/e42639
doi: 10.2196/42639
PMID: 36939809

©Charlotte Blease, Anna Kharko, Michael Bernstein, Colin Bradley, Muiris Houston, Ian Walsh, Kenneth D Mandl. Originally
published in JMIR Medical Education (https://mededu.jmir.org), 20.03.2023. This is an open-access article distributed under the
terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Medical Education, is
properly cited. The complete bibliographic information, a link to the original publication on https://mededu.jmir.org/, as well as
this copyright and license information must be included.

JMIR Med Educ 2023 | vol. 9 | e42639 | p. 15https://mededu.jmir.org/2023/1/e42639
(page number not for citation purposes)

Blease et alJMIR MEDICAL EDUCATION

XSL•FO
RenderX

https://mededu.jmir.org/2023/1/e42639
http://dx.doi.org/10.2196/42639
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=36939809&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

